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1. Introduction
Hydrogen, the most abundant element in the Universe, is

considered to be an environmental friendly energy carrier

because its combustion generates water. Nowadays, owing
to the intrinsic stability of the hydrogen molecule, efficient
catalysts, mostly based on noble metals such as platinum,
are required for the production or utilization of hydrogen at
ambient temperatures.1 In the Biosphere, hydrogen is gener-
ated by different metabolic processes in a wide range of
microorganisms and also is the energy source of many other
living species using hydrogenases as catalysts. Hydrogenases
are proteins that harbor Fe or Ni metallic clusters with the
special property of reacting with or producing H2.2

The production of hydrogen from biomass and other
organic compounds such as wastes is envisaged as a viable
alternative energy source.3-24 The more direct use of hy-
drogenases, to produce hydrogen from water, with the energy
of sunlight, has been a dream for many years.25 Ni-Fe
hydrogenases adsorbed on carbon electrodes displayed H2

oxidation rates comparable to electrodeposited platinum and
with less sensitivity to poisoning by carbon monoxide.26,27

Although these catalysts from some microbial species are
fairly durable, their intrinsic instability means that in living
systems they are constantly renewed, a situation that is
difficult to reproduce in a biotechnological process. In spite
of this, hydrogenase covalently immobilized onto carbon
supports has shown improved operational stability.28 More-
over, by learning from Nature, it may be possible to develop
more efficient biomimetic catalysts for hydrogen activation.
Such catalysts, made from abundant metals such as Fe or
Ni, could be extensively used in a future energy scenario
without flames.29,30-40

Our present knowledge on the structure/function relation-
ships of hydrogenases has benefited from a vast amount of
spectroscopic information mainly obtained by EPR, ENDOR,
HYSCORE, EXAFS, Mo¨ssbauer, and FTIR spectroscopy
obtained under redox potential control of the samples.
Albracht, Bagley, and co-workers were pioneers in the
discovery of spectral features in the infrared associated with
carbonyl ligands in the active site of Ni-Fe hydrogenase.41,42

The sensitivity of FTIR spectra to the redox state of the
hydrogenase active site offered a powerful tool to examine
species electrogenerated in situ.43 It is the scope of this review
to cover the literature dealing with the different redox states
of the active sites of the catalysts Ni-Fe, Fe-Fe, and Fe-S
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cluster-free hydrogenases, their participation in the activation
and inactivation processes of these enzymes, and their
participation in the catalytic cycle, with emphasis on the
spectroelectrochemical studies. By inactivation we mean the
loss of activity, either reversible or irreversible, induced by
extrinsic compounds. Activation is often the reversal of this
process. For the sake of clarity, Ni-Fe, Fe-Fe, and Fe-S
cluster-free hydrogenases will be treated separately although
they could be united on the basis of mechanism of reaction
and common organometallic chemistry.44,45

The literature citations in the present review will focus
on work published since the beginning of the present decade.

The multiauthored bookHydrogen as a fuel. Learning from
nature offers comprehensive reviews of the literature on
hydrogenases from the previous century.2 We assume these
as a starting point, but we will first cover some previous
references to provide background for the reader on this very
active area.

2. The Active Site
The presence of a redox-active iron-sulfur (Fe-S) cluster

at the active site ofDesulfoVibrio Vulgarishydrogenase was
proposed by LeGall and co-workers from results obtained
by concerted experiments of optical absorption and EPR
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spectroscopy onD. Vulgarishydrogenases.46 Further indirect
evidence of the presence of Fe in the active site ofC.
pasteurianumhydrogenase was obtained by experiments by
Thauer et al. in which the inhibition of activity by carbon
monoxide was reversed by light.47

Almost in parallel with the gathering evidence that Fe-S
clusters are constitutive redox elements on many hydroge-
nases, evidence accumulated for the involvement of nickel
in the activation of hydrogen by some, but not all, hydro-
genases, suggesting the existence of at least two types of
active sites in hydrogenases.48

2.1. Ni−Fe Hydrogenases
The first crystals of the nickel-containing hydrogenase

purified fromD. gigas, suitable for structure determination,
were obtained in the group of E. C. Hatchikian in 1987.49

The crystals retained their catalytic activity after incubation
under hydrogen, indicating that the crystallization proceeded
without damage to the enzyme. This led the way to the first
X-ray crystallographic structure of a hydrogenase molecule,
in 1995, when Volbeda et al. reported the structure ofD.
gigashydrogenase at 2.8 Å resolution. The structure revealed
the presence of a nickel atom in the active site and eleven
iron atoms arranged in a chain of three iron-sulfur clus-
ters: two of cubane type and the middle one a [3Fe-4S]
cluster (Figure 1a).50

Chemical analyses of unstable metalloproteins are notori-
ously variable, so it was impressive that the first chemical
analysis of the metal content of this enzyme indicated 12(
1 Fe atoms per hydrogenase molecule,51 which proved to be
correct. The twelfth Fe atom was found to be associated with
electron density located near Ni in the diffraction map.50 In
a further study, X-ray diffraction data were collected at two
wavelengths, just below and above the iron absorption edge,
generating a double difference anomalous electron density
map. A strong peak was found near the position of the nickel
atom and in all positions where Fe have been located in the
previous study.52 This was a definitive proof of the nature
of a dinuclear Fe-Ni center as the active site of nickel-type
hydrogenases connected to the surface through the chain of
iron-sulfur clusters (Figure 1a). The active site is stabilized
in the protein by four cysteine ligands: C530 and C65, which
are linked to Ni, and C533 and C68, which are bridging
ligands of both Ni and Fe. All of them are strictly conserved,
and the two binding motifs CX2C on the N-terminal side of
the peptide and CX2CX2H/R on the C-terminal side are
always present. These four cysteines play a crucial role in
the coordination of the active site, as any attempt to substitute
any of them even by serines, the hydroxyl of which is able
to link Fe, resulted in an inactive enzyme.53-55

It took one additional year to complete the active site
discovery, by FTIR spectroscopy. Using purifiedAllochro-
matiumVinosumhydrogenase labeled with13C or 15N, by
growth of the bacteria on the appropriate enriched media, it
was possible to determine that two cyanides and one carbon
monoxide were ligands of the iron atom.56,57The greater mass
of 15N (compared with natural14N) led to a shift to lower
frequencies of two of the three infrared bands, consistent
with the stretching vibration of diatomic molecules contain-
ing one nitrogen atom. The greater mass of13C (compared
with natural 12C) led to shifts in all three bands to lower
frequencies. These three diatomic ligands are responsible for
the three anomalous bands detected by FTIR, and they are
responsible for the low spin character of the ferrous iron

atom of the Ni-Fe center. Figure 2a shows in detail the
active site of “standard” Ni-Fe hydrogenases.

Figure 1. (a) Crystal structure of Ni-Fe hydrogenase fromD.
gigas. The Ni-Fe center is in the center, with the nickel to the
front and iron with CN and CO ligands to the back; the peroxo
ligand is in red. Coordinates are from the Protein Databank file
1YQ9. Part of the protein has been sliced away to show the metal
centers. (b) Crystal structure ofC. pasteurianumFe-Fe hydroge-
nase. Coordinates are from the Protein Databank file 1FEH. The
color scheme is as follows: iron, orange; magnesium, cyan; nickel,
green; nitrogen, blue; oxygen, red; sulfur, yellow. Plotted with Ras
Top 2.1.

Figure 2. Schemes of the active sites of standard Ni-Fe
hydrogenases (a) and Fe-Fe hydrogenases (b). The arrows indicate
the vacant coordination site for binding of substrate or inhibitors.
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Standard Ni-Fe hydrogenases, such as those fromD.
gigas, conserve a histidine residue near to one of the
Ni-Fe bridging cysteines. This promotes a hydrogen bond
between the histidine and one of the Ni-Fe bridging
cysteines, which DFT calculations have predicted would
favor the protonation of the N(ε) of the histidine.58 In
bacteria, the synthesis and the building of the Ni-Fe center
is a complex process that involves a minimum of seven
maturation enzymes plus carbamoyl phosphate, GTP, and
ATP.59,60 Carbamoyl phosphate is the precursor of the
cyanide group, while the origin of the carbonyl is still
unknown.61 Specific enzymes are responsible for nickel
transportation and insertion.62-64 The loading process of the
iron is still unknown, but Fe insertion precedes Ni in the
steps of metal center assembly.65 Specific chaperones also
interact tightly with the large subunit all along the maturation
process, especially with one of the active cysteine ligands,
cysteine-241 inE. coli hydrogenase 3 (C65 inD. gigas
numbering),66 maintaining the active site cavity open and
accessible for maturation proteins. This cysteine ligand is
released after the completion of the maturation process,
which terminates by the cutting of the C-terminal peptide
after the histidine or arginine at the terminal coordination
motif CX2CX2H/R.67 This indicates that the final coordination
sphere of the active site is generated at the very end of the
process.

Some nickel-iron hydrogenases have a cysteine sulfur
replaced by a selenium atom.68 The first crystal structure of
a Ni-Fe-Se hydrogenase isolated fromDesulfomicrobium
baculatumshowed the Se atom of a Ni coordinated to
selenocysteine instead of the sulfur atom of the equivalent
cysteine at the active site in the Ni-Fe enzyme. In addition,
the [3Fe-4S] cluster found in Ni-Fe hydrogenases is replaced
by [4Fe-4S] in this selenoenzyme, and the putative magne-
sium ion in the large subunit is replaced by iron.69

2.2. Fe−Fe Hydrogenases
Fe-Fe hydrogenases are so-called because they do not

contain nickel. They are phylogenetically unrelated to
Ni-Fe hydrogenases.63 The Fe-Fe hydrogenases that cata-
lyze H2 evolution, for example from fermentative bacteria
such asClostridium pasteurianum,70 have almost identical
active sites and proton and electron transfer chains to the
enzymes involved in the uptake of H2, such as those from
sulfate-reducing bacteria,71 despite the differences in their
cellular localization, respectively, in the cytoplasmic or
periplasmic external spaces (Figure 1b). The active site
involved in the activation of H2 in Fe-Fe hydrogenases
consists of a specialized dinuclear iron cluster bonded to the
protein backbone through just one cysteine sulfur, which
bridges to a [4Fe-4S] cluster. The two iron atoms in the pair
are bridged by a ligand (designated “X” in Figure 2b) that
appears from the crystal structure to be either 2-azapropane-
1,3-dithiol or possibly propane-1,3-dithiol.70,71 This ligand
has never been isolated, and its biosynthetic pathway is
unknown. Fe-Fe hydrogenases also contain a low-spin
Fe(II) with CO and CN- ligands at the active site (Figure
2b). As Ni-Fe and Fe-Fe hydrogenases are not phyloge-
netically linked, the strict conservation of low spin Fe(II)
with CO and CN- coordination indicates that these elements
are essential to biological hydrogenase activity.72

2.3. Fe−S Cluster-free Hydrogenases
A totally distinct type of hydrogenase is the enzyme,

N5,N10-methylene-tetrahydromethanopterin dehydrogenase

(formerly EC 1.12.99.4, now EC 1.12.98.2), isolated from
methanogenic bacteria,73 that also catalyzes the evolution and
uptake of hydrogen.74 The name is abbreviated to Hmd, for
H2-forming methylenetetrahydromethanopterin dehydroge-
nase. The enzyme is phylogenetically unrelated to the
Fe-Fe hydrogenases and Ni-Fe hydrogenases and is formed
by two identical subunits of 38 kDa.74 The mechanism of
reaction of this enzyme is completely different from those
of the other transition-metal-containing hydrogenases dis-
cussed above, as it catalyzes the specific, direct reduction
of N5,N10-methenyl-tetrahydromethanopterin with hydrogen.75

In contrast to the Ni-Fe and Fe-Fe hydrogenases, the Fe-S
cluster free hydrogenase is highly active in the catalytic
dehydrogenation ofN5,N10-methylene-tetrahydromethanop-
terin, (methylene-H4MPT) although it does not catalyze the
reduction by hydrogen of NAD+ or NADP+ or conventional
hydrogenase acceptors such as viologen dyes.73 It also differs
from Ni-Fe and Fe-Fe hydrogenases in that the purified
enzymeper sedid not catalyze the conversion ofpara-H2

to ortho-H2 or the D/H exchange reaction; these reactions
specifically require the presence of methylene-H4MPT.76 The
specific activity of Hmd purified under anaerobic conditions
is very high, about 12.5µmol of methylene-H4MPT reduced
per second per milligram of protein.73 The purified enzyme
was stable in aerobic conditions, but in cell extracts, it was
rapidly inactivated under oxidizing conditions,77 which
explains why no iron was initially detected in this enzyme
and it was formerly described as a “metal-free” hydroge-
nase.74 Later, Thauer and co-workers confirmed that the
enzyme fromMethanobacter marburgensisdoes not contain
iron-sulfur clusters although it harbors an iron-containing
cofactor.77,78The Hmd is dimeric and contains two iron atoms
per homodimer with the cofactor essential for activity.79 FTIR
spectroscopy revealed the presence of two CO’s bound to
the iron at an angle of 90°.77,80 The crystal structures of the
enzyme fromMethanocaldococcus jannaschiiand Metha-
nopyrus kandlerihave been recently reported.81 An interest-
ing feature is that, in the apoprotein-cofactor complex
model, the cofactor points to the -SH of the Cys 176, which
is essential for the enzyme activity.81 Recent X-ray absorption
spectroscopy of theM. marburgensisand M. jannaschii
hydrogenases indicates the presence of two CO’s, one or
two N/O atoms coordinated to each Fe, and one S, probably
provided by a cysteine.80,82After exposure of the enzyme to
CO, the number of iron ligands increased, suggesting that
in the native enzyme there is one vacant coordination site
on the iron, which is presumably the site of H2 binding.83

3. The Redox States of the Active Sites
The bimetallic complexes, Fe-Fe or Ni-Fe, that form

the active site in the two main types of hydrogenases are
able to acquire several stable structures, either catalytically
active or inactive, within a relatively narrow range of redox
potentials. This functional property is probably due to the
combination of different types of ligands that coordinate to
the metals: thiolates (goodπ-donors), cyanides (good
σ-donors), and carbonyls (goodπ-acceptors). Their special
coordination may act as an electronic buffer that facilitates
the entry and exit of electrons in the active site. However,
biomimetic compounds of the active site of hydrogenases
with this type of ligation do not share this characteristic to
the same extent.35,37-38,84-87 A possible explanation for this
is that the flexible environment generated by the protein
matrix around the active site does not stabilize a particular
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redox state but facilitates redox transitions. Besides, the
acid-base functional groups of adjacent amino acid residues
should allow the coupled transfer of protons and electrons
at the active site that favors the thermodynamics of the redox
transitions.88

Although the kinetics of the hydrogenase reaction itself
are too rapid to be examined, different redox states of the
active site of hydrogenases have been identified by redox
titrations of hydrogenases followed by different spectroscopic
techniques. EPR spectroscopy gave the first hints of the
existence of redox chemistry of the active site, with the
detection of several states with a paramagnetic metal. The
introduction of FTIR spectroscopy for hydrogenase charac-
terization was a great step forward, as all redox states of the
active site can be detected and usually distinguished by this
technique, and the enzymes are amenable to examination by
in situ spectroelectrochemistry.43 Other spectroscopic tech-
niques, such as EXAFS, ENDOR, and Mo¨ssbauer, have
given valuable information on structural and electronic
aspects of the active site, and the changes upon oxidation
and reduction.89

3.1. Ni−Fe Hydrogenases
With the irrefutable demonstration of Ni as a component

of hydrogenase by the observation of hyperfine splittings in
the EPR spectrum of61Ni -substituted enzyme,90 three
different laboratories almost simultaneously submitted three
reports in 1982, on the redox-sensitivity of nickel in
hydrogenases as seen by EPR spectroscopy.90-92 Two types
of EPR signals are detected for the oxidized active site of
“standard” Ni-Fe hydrogenases (such as those from the
DesulfoVibrio genussD. gigas, D. fructosoVorans, andD.
Vulgarissand others from the purple photosynthetic bacteria
A. VinosumandThiocapsa roseopercina). The EPR signals
were designated Ni-A (or Niu by some authors;g-values for
D. gigas: 2.31, 2.23, 2.01) and Ni-B (or Nir by some authors;
g-values forD. gigas: 2.33, 2.16, 2.01). A third EPR signal,
named Ni-C (g-values for D. gigas: 2.19, 2.16, 2.01)
appeared gradually upon reduction with H2 or chemical
reductants. These names, which originally referred to EPR
signals, became attached by extension to particularstatesof
the nickel and, after the structure was determined, to states
of the dinuclear center as a whole. It soon emerged that the
EPR signals correlated with particular catalytic properties.
Fernandez et al.93 showed that the Ni-C state corresponds to
a catalyticallyactiVestate, whereas the Ni-A and Ni-B states
were inactive toward hydrogen.93 These states will be
described in section 4.1. A number of additional states were
observed by EPR and FTIR, which were given additional
suffixes, including “R” for reduced (and in some cases “r”
for ready) and “S” for EPR-silent.

Redox titrations of these EPR-detectable species estab-
lished the following: (a) one-electron reduction of the Ni-A
and Ni-B states gave EPR-silent states; (b) Ni-B is two
electrons more reduced than Ni-A; (c) Ni-C is two electrons
more reduced than Ni-B; (d) one-electron reduction of Ni-C
results in another EPR-silent state named as Ni-R (Ni-SR
by some authors); (e) all these redox equilibria are pH-
dependent; thus, protons as well as electrons are involved
in these processes.91,94-101

A valuable feature of the EPR spectra of hydrogenases is
the spin coupling between paramagnetic centers, which leads
to splitting or distortion of the spectra. These features differ
from the complexities introduced by the superimposition of

multiple isolated paramagnets, which can be resolved by
recording spectra at different microwave frequencies. To first
order, theg-factor anisotropy scales with microwave fre-
quency, but the magnitude of the splitting scales with
magnetic field. An example of a spectrum showing the effects
of spin-spin interactions is observed at temperatures below
10 K, termed the “split Ni-C” signal. Its presence correlates
well with redox conditions where the NiFe center gives the
Ni-C signal, and the proximal [4Fe-4S] cluster is reduced,
leading to the conclusion that it arises from a dipolar coupling
between them.102 This was confirmed by measurements at
different microwave frequencies. The spectrum was simu-
lated by a combination of exchange and dipolar interac-
tions.103 Another type of spectrum displaying the effects of
spin-spin interactions has been observed in the oxidized state
of some, but not all, Ni-Fe hydrogenases. This spectrum in
the hydrogenase fromA. Vinosumwas demonstrated to dis-
appear during progressive reduction of the enzyme, with a
simultaneous increase in the signal from the oxidized
[3Fe-4S] cluster.104 EPR spectra at multiple frequencies105

indicated that it is due to interaction between the oxidized
cluster and an unidentified paramagnet.105 The redox proper-
ties of the signal were investigated by redox titrations; the
potential of the interacting paramagnet did not correspond
to that of the NiFe center, nor did it correlate with the state
of activation of the enzyme. However, the midpoint potential
of the interacting species showed a pH-dependence indicating
a proton-dependent reduction.106 The properties of this signal
might be explained if there was an iron ion in the metal-
binding site, corresponding to the magnesium-binding site
in D. gigashydrogenase (Figure 1a). Such an iron atom was
observed in the structure of the Ni-Fe-Se hydrogenase of
Dm. baculatum, and it was tentatively assigned as iron by
anomalous dispersion.69 No such spin-spin interaction would
be expected in the latter enzyme, since there is no [3Fe-4S]
cluster, but if there were such a center in the hydrogenase
of A. Vinosum, this might provide an explanation for the spin-
coupled signals.

Bagley and co-workers showed that the FTIR bands due
to the intrinsic diatomic ligands of the active site ofA.
VinosumNi-Fe hydrogenase shift in frequency upon reduc-
ing/oxidizing the sample with H2/O2.42 This observation led
to FTIR-spectroelectrochemical characterization ofD. gigas
hydrogenase, which allowed identification of all redox states
of the active site, not only paramagnetic ones, and to
determination of the redox and acid-base equilibria that
relate them to each other.107 It emerged that FTIR, observing
the vibrational frequencies of the CN and CO ligands,
monitors changes in the electron density of the active site
Fe, while EPR principally monitors the electronic state of
the Ni. As redox titrations by FTIR correspond, to within
experimental error, with those done by EPR spectroscopy
(Figure 3), it can be concluded that the bimetallic complex
of the active site behaves as one electronic entity. Figure 4
shows the equilibria that correlate the different redox states
of the active site that have been detected spectroscopically
for “standard” Ni-Fe hydrogenases. The iron atom of the
active site is low-spin Fe(II) in all states, as observed from
ENDOR and EPR spectroscopy,108-109 which is in agreement
with its coordination by the strong-field andπ-accepting CO
andσ-donating CN- ligands. Moreover, the frequency shifts
observed in FTIR of the active site upon change of redox
state are considerably smaller than those observed in model
complexes for a Fe(II)/Fe(III) transition.110 Therefore, changes
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of formal oxidation state in the active site should take place
in the Ni atom, as expected from the redox titrations of the
Ni-EPR signals. A different coordination of Fe in the active
site of the Ni-Fe hydrogenase fromD. Vulgaris Miyazaki,
consisting of two CO and one SO ligands, has been reported
based on X-ray crystallography and mass spectrometry
(pyrolysis-MS and TOF-SIMS) analysis; however, the FTIR
and EPR spectra were essentially identical to the one reported
for other standard Ni-Fe hydrogenases.111,112

The EPR spectra of paramagnetic states of hydrogenases
are typical of Ni(III) ions, although the spectra of Ni(I) are
not too dissimilar.100,113 Nickel-K edge XAS spectra are
consistent with the formal oxidation state of the Ni metal
oscillating from Ni(III) in all EPR active states to Ni(II) in
the EPR silent states.114 It is currently a matter of debate if
the Ni(II) states are high spin or low spin.108,115-122

More recently, FTIR-spectroelectrochemical experiments
have been performed for other “standard” hydrogenases such
as those fromD. fructosoVorans, A. Vinosum, andD. Vulgaris
that have confirmed the previous results.123-125 Only slight
differences in frequency values (Table 1), redox potentials,
and pH-dependence have been observed, which clearly
suggests that the structure and functionality of the active site
in most Ni-Fe hydrogenases are equivalent. Thus, there is
little evidence to support the early reports of important
differences between Ni-Fe hydrogenases fromD. gigas50,52

andD. Vulgaris.111,126The vibrational shifts and the intensities
of the infrared bands of the diatomic ligands are related to
the π-electron mobility or delocalization in the active site,
which is the result of the electronic changes of its metal
atoms and their interactions with the active site cavity. In a
study to evaluate the influence of the protein background
on the structure and functionality of the active site ofD.
fructosoVorans Ni-Fe hydrogenase, it has been clearly
demonstrated that the mutations modifying the hydrogen
bonding of the CN- ligands with neighboring amino acid
residues induced modifications of the FTIR spectra.127 The
removal of a serine that is hydrogen bonded to cyanides
(Figure 5) leads to a shift to lower frequencies, while the
introduction of a new serine residue that could establish new
hydrogen bonds produced shifts to higher frequencies.
Similar frequency shifts have been reported for biomimetic
Fe complexes upon hydrogen bonding of the cyanide
ligands.29 It is interesting to note that, whatever the mutation,
the frequencies of the two CN- ligands shifted in the same
direction and with similar magnitude, indicating that the two
CN- oscillators remained coupled.

Some other redox states of the active site have been
detected that are not functional. These include states of
enzyme inhibited by carbon monoxide or enzyme irradiated
by visible/near-ultraviolet light at low temperatures (see
Figure 4). By EPR experiments, two Ni-CO (called Ni-S‚
CO by some authors) states have been proposed: one a
paramagnetic state and the other EPR silent.128-129 Two
Ni-CO states have been detected by FTIR, but both of them
were shown to be EPR-silent, with the difference between
them being the redox state of the proximal [4Fe-4S] cluster,
which affects slightly the electron density in the active site.123

Irradiation of Ni-C with visible light at low temperature
allows detection of another redox state named as Ni-L, which
is generally considered to be a Ni(I) state.112,130-132

Light irradiation of a coordination complex may have a
number of different consequences, including displacement
of a ligand and electron transfer. It is now commonly
considered that the light-sensitivity of the Ni-C state corre-
sponds to the displacement of a hydrogen-containing species
near the dinuclear [Ni-Fe] site.133 One of these species has
been proposed to be a bridging hydride between the nickel
and the iron ions in the Ni-C state.134 Besides, it has also
been proposed that a proton transfer involving the terminal
cysteine ligand of the nickel ion also accompanies the
photoprocess. The cancellation of the exchange coupling with
the proximal [4Fe-4S] cluster134 suggested that the group that
loses the proton during this process was the cysteine 65 thiol
(in D. gigasnumbering).108,135This hypothesis is supported
by the site-directed mutagenesis experiments conducted on
glutamate 25 ofD. fructosoVorans hydrogenase. The sub-
stitution of this residue by an aspartate resulted in the loss
of the photosensitivity of the reduced [Ni-Fe] center,
associated with the presence of spectroscopic features

Figure 3. Redox titrations of the active site ofD. gigashydro-
genase monitored by EPR (data from ref 91) and FTIR (data from
ref 107): open triangle, Ni-C signal; open square, Ni-A signal;
closed squares, 1940 cm-1 band; open triangles, 1952 cm-1 band;
closed circles, 1914+ 1934 cm-1 band; open circles, 1946 cm-1

band. Reprinted from ref 304, Copyright 2005, with permission
from Elsevier B.V.

Figure 4. Scheme of the different redox states of the active site
of standard Ni-Fe hydrogenases. The paramagnetic EPR-active
states are marked with an asterisk. The formal redox potentials (at
pH 8.0), energy barriers, and pKa correspond to those measured by
FTIR-spectroelectrochemistry ofD. gigashydrogenase in ref 107.
Ni-A, Ni-B, Ni-SU, Ni-SII, Ni-SIII, Ni-CO, and Ni-R are named in
some references as Niu, Nir, Niu-S, Nir-S, Nia-S, Ni-S‚CO, and
Ni-SR, respectively.
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comparable with the Ni-L signals. This observation suggests
that the mutation induced modifications that maintain the
active site in a conformation close to that of the illuminated
state. It was then supposed that the shortening by one C-C
bond of the lateral chain of glutamate brings the carboxylate
closer to the cysteine 72 Ni-thiolate ligand (cysteine 65 in
D. gigas numbering) by 0.5 Å, thereby preventing the
protonation of that cysteine.136 Beyond the illuminated state,
this study shows that the EPR and FTIR signals are sensitive
not only to the redox state of the Ni and Fe but also to the
hydrogen-bond network that exists in the active site cavity,
and that any modification, even at a remote distance, might
influence the spectroscopic features.

Other studies of the redox states of the active site have
been reported for “nonstandard” Ni-Fe hydrogenases such
as Ni-Fe-Se hydrogenases, aerobic hydrogenases, and
hyperthermophilic hydrogenases. In Ni-Fe-Se hydrogena-
ses, a cysteine of the protein sequence is replaced by a
selenocysteine.137 EPR studies with the77Se-enriched hy-
drogenase ofDm. baculatum138 and Ni and Se X-ray
absorption spectroscopy of the same enzyme139 demonstrated
that the selenocysteine is coordinated to the Ni site. These
suggestions were confirmed when the crystallographic
structure was obtained, which showed that the selenocysteine
replaces one of the terminal cysteines coordinated to the Ni
atom. This selenocysteine corresponds to cysteine 530 inD.

gigas numbering, which is at H-bond distance from the
proton-transfer gate glutamate 18.69 This structural difference
greatly affects the functionality of the active site, changing
the activity kinetics and redox potentials of the states.140-141

For instance, oxidized states with paramagnetic Ni are seldom
detected forDm. baculatumand D. Vulgaris Ni-Fe-Se
hydrogenases, and the aerobically isolated enzyme is mostly
EPR-silent. Moreover, the Ni-Fe-Se hydrogenases re-
quire little if any reductive activation in order to initiate
H2-production or H2-uptake,142-144 although reduction with
methyl viologen is required for H+/D+-exchange activity.145

A Ni-C type signal is detected for reduced, active hydrog-
enase,142-144,146 and also a paramagnetic Ni-CO state.147

However, the FTIR spectra of both oxidized and reduced
samples are quite complex and dissimilar from those of
“standard” Ni-Fe hydrogenases.117 High resolution 1H
electron nuclear double resonance (ENDOR) of deuterium
exchanged Ni-Fe and Ni-Fe-Se hydrogenase took advan-
tage of the replacement of a Ni sulfur ligand by selenium
for the assignment of ENDOR signals to the six protons of
the cysteines bound to nickel.148

The oxygen-tolerant hydrogenases, particularly the cyto-
plasmic soluble hydrogenase fromRalstonia eutrophawhich
uses NAD+ as its direct electron acceptor, are of great
interest, owing to their stability and insensitivity to inhibition
by O2 and CO. So far, there is no crystallographic structure
for a hydrogenase of this type, but although the amino-acid
sequences indicate a Ni-Fe center, spectroscopic studies
clearly suggest a different active site structure from those
already determined. First of all, no significant EPR signals
due to the Ni-Fe active site are detected for aerobically
isolated or active soluble hydrogenase (SH or SHase).149

Thus, the active site is probably Ni(II)-Fe(II) in most redox
states; only after prolonged reduction of the hydrogenase does
a Ni-C type signal start to appear.150 Second, FTIR spec-
troscopy combined with chemical analysis suggests that there
are three CN- and one CO ligands coordinated to the Fe
atom and a fourth CN- coordinated to the Ni atom.151 Third,
XAS studies point to coordination of Ni predominantly by
hard (O,C) ligands rather than soft (S) ligands.152,153FTIR-
spectroelectrochemical studies ofR. eutrophaSHase by van
der Linden et al. indicated that aerobically isolated enzyme
was converted to an active state by reduction at-316 mV
vs NHE and that this step is irreversible under anaerobic
conditions. A more reduced state was obtained at-391 mV
that was equivalent to hydrogenase reduced by 1 atm of H2.
This latter redox transition was reversible under anaerobic
conditions.152 Figure 6 shows the scheme of the redox states

Table 1. Vibrational Frequencies (cm-1) of the Diatomic Ligands of the Active Site at Different Redox States of Ni-Fe Hydrogenases
Measured by FTIRa

A. Vinosumb D. gigasc D. fructosoVoransd D. Vulgarise

redox state ν(CO) ν(CN) ν(CO) ν(CN) ν(CO) ν(CN) ν(CO) ν(CN)

Ni-A 1945 2082, 2093 1947 2083, 2093 1947 2084, 2096 1956 2084, 2094
Ni-B 1943 2079, 2090 1946 2079, 2090 1946 2080, 2091 1955 2081, 2090
Ni-SU 1948 2088, 2100 1950 2089, 2099 1950 2091, 2101 1946 2075, 2086
Ni-SII 1910 2052, 2067 1914 2055, 2069 1913 2054, 2069 1922 2056, 2070
Ni-SIII 1931 2073, 2084 1934 2075, 2086 1933 2074, 2087 1943 2075, 2086
Ni-C 1951 2073, 2085 1952 2073, 2086 1951 2074, 2086 1961 2074, 2085
Ni-RI 1936 2059, 2072 1940 2060, 2073 1938 2060, 2074 1948 2061, 2074
Ni-RII 1921 2048, 2064 1923 2050, 2060 1922 2051, 2067 1933 nd
Ni-RIII 1913 2043, 2058 nd nd nd nd 1919 2050, 2065
Ni-CO 1929, 2060 2069, 2082 1932, 2056 2070, 2083 1931, 2055 2069, 2084 nd nd
Ni-L 1898 2044, 2060 nd nd nd nd nd nd

a nd ) not determined.b Data from refs 42 and 124.c Data from ref 107.d Data from ref 123.e Data from ref 125.

Figure 5. Scheme showing the active site ofD. fructosoVorans
Ni-Fe hydrogenase and neighboring amino acid residues that have
been exchanged by mutations. The dashed lines indicate putative
hydrogen bonds. Coordinates were obtained from the crystal
structure at 2.54 Å resolution ofD. gigashydrogenase (Brookhaven
Protein Data Bank). Reprinted with permission from ref 127.
Copyright 2003 Springer-Verlag.
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of the active site ofR. eutrophaSHase according to the
FTIR-spectroelectrochemical experiments and other redox
controlled spectroscopic measurements.

The â-proteobacteriumR. eutropha hosts two other
oxygen-tolerant hydrogenases: the membrane-bound hydro-
genase (sometimes referred to as MBH or MBHase) and the
H2-sensing regulatory hydrogenase (RH or RHase).154 Hy-
drogen sensors, which have a regulatory function but little
activity in H2 production or consumption, have also been
described forRhodobacter capsulatusandBradyrhizobium
japonicum.63 Since the early studies by EPR and redox
titrations,155 there have been few spectroscopic studies of
the active site of MBHase, in comparison with many on the
regulatory hydrogenase. Recently, an FTIR spectrum of
MBHase, as isolated, has been reported, which also shows
the typical CO and CN- coordination of “standard” hydro-
genases.156

The active site of the RHase seems to be structurally
similar to those of “standard” Ni-Fe hydrogenases although
it is isolated as a dimer of heterodimers. Pierik et al.
characterized the active states of RHase by FTIR and EPR.157

They concluded from the FTIR experiments that the active
site has one CO and two CN- ligands, as in standard
Ni-Fe hydrogenases.157 Redox titration by FTIR-spectro-
electrochemistry confirmed the existence of only two redox
states: one comparable to Ni-SI in “standard” Ni-Fe
hydrogenases and another reduced paramagnetic state similar
to Ni-C. The formal midpoint redox potentialEm was
estimated to be-322 mV vs NHE at pH 7.0, which is similar
to those reported for the Ni-SI/Ni-C transition (A. L. De
Lacey, unpublished results). An ENDOR and HYSCORE
study of the regulatory hydrogenase by Lubitz and co-
workers concluded that a hydrogen exchangeable with D2O
or D2 was in a bridging position between the active site
metals in the reduced state,158 a structural characteristic
assigned also to the Ni-C state of “standard” Ni-Fe
hydrogenases.112,122,135,159-161 An XAS study of the regulatory
hydrogenase concluded that the active site Ni has fewer S
ligands and more (O, N) ligands than “standard” hydroge-
nases.162 However, site-directed mutagenesis on RHase
reported by Friedrich and co-workers indicated that the four
cysteine residues adjacent to the Ni atom are indispensable
for correct assembly of the protein, with three of them being
indispensable for Ni-binding.55 More recently, iron-EXAFS
spectra of this sensor hydrogenase have suggested a new type
of iron-sulfur cluster, which may be a [4Fe-3S-3O], in
addition to two standard [2Fe-2S] clusters.163

A complete EPR study has been reported for the Ni-Fe
“sulfhydrogenase” from the hyperthermophilic Archaebac-
terium Pyroccocus furiosus. Paramagnetic signals due to
active site Ni were observed upon heat-induced reduction
by a internal substrate, some of which are similar to those
described for “standard” Ni-Fe hydrogenases, while others
reflected temperature-dependent transitions between states.164

FTIR spectra for reduced and oxidized samples of this
hydrogenase have been reported, showing bands due to the
CO and CN- ligands of the active site. However, these
spectra revealed a great deal of heterogeneity in the samples,
which made interpretation difficult.117 On the other hand,
EPR spectra of the hydrogenases from the hyperthermophilic
bacteriumAquifex aeolicuswere typical of the Ni-B and Ni-C
states of standard hydrogenases, but not Ni-A.165

3.2. Fe−Fe Hydrogenases
The different redox states of the active site of Fe-Fe

hydrogenases, also named the H-cluster, were studied first
by EPR spectroscopy. Two oxygen-sensitive hydrogenases,
I and II, were purified anaerobically fromC. pasteurianum
and gave rhombic signals typical ofS ) 1/2 systems, with
the highestg-value at 2.10, which were assigned to the active
sites. Redox titrations showed that these signals disappeared
upon reduction with an apparent formal potential of about
-400 mV vs NHE at pH 8.0 to give diamagnetic states.166

These redox states have been named Hox and Hred, respec-
tively. Hydrogenases, such as those fromD. Vulgaris and
D. desulfuricans, which retain activity after aerobic puri-
fication,167-169 were found to comprise an inactive and
diamagnetic state of the H-clusters; only after reductive
treatment under anaerobic conditions did these hydrogenases
become active, and the Hox signal was detected. Patil et al.
showed that during activation a transient rhombic EPR signal
with the highestg-value at 2.06 appeared, reaching its
maximum at about-110 mV at pH 7.0.167 In addition, Pierik
et al. reported that the reduction step from this transient state
to Hox was irreversible under anaerobic conditions.168

Subsequent FTIR measurements showed that Fe-Fe
hydrogenases contain low-spin Fe with CO and CN- ligands
in their H-cluster.170-171 The FTIR bands due to these ligands
shift in frequency upon changes of the redox state of the
hydrogenase (Table 2). In a recent publication, redox
titrations followed by FTIR in a spectroelectrochemical cell
were reported forD. desulfuricanshydrogenase.172 Figure 7
shows a scheme of the redox transitions of this hydrogenase
starting from the aerobic inactive state, Hinact (also known
as Hox

air). The measured formal potentials in this work
correlate reasonably well with those measured by EPR166-168

and with redox potential-controlled Mo¨ssbauer data173 taking
into account the differences in pH conditions and hydroge-
nase origin.

Reduction from diamagnetic Hinact to the transient para-
magnetic state, Htrans, is a one-electron step168,172and revers-
ible.172 Mössbauer spectroscopy indicates that in both states
the [Fe-Fe]H subcluster is diamagnetic and that the reducing
equivalent is used to reduce the [4Fe-4S]H subcluster.173

The presence of the strong CO and CN- ligands in the
[Fe-Fe]H subcluster ensures that these Fe atoms are low-
spin, and it is difficult to assign their oxidation state from
the isomer shift parameter of Mo¨ssbauer spectra.173 How-
ever, DFT calculations of models of the Hinact state support
a Fe(II)-Fe(II) configuration of the [Fe-Fe]H sub-
cluster.174-175

Figure 6. Redox states of the SH fromR. eutrophadetected by
different spectroscopic techniques (FTIR, EPR, and XAS). The
paramagnetic EPR-active state is marked with an asterisk.
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Diferrous dithiolates with cyanide and carbonyl ligation
that bear a structural and spectroscopic relationship to the
Hinact state have been synthesized.176-177

By an irreversible redox-dependent process, the Hox state
is obtained from the Htrans state. Mössbauer and ENDOR
studies ofC. pasteurianium178 and D. Vulgaris179 Fe-Fe
hydrogenases have indicated that in Hox the [4Fe-4S]H
subcluster is diamagnetic and that the unpaired spin is
centered at one Fe site of the [2Fe-2S] subcluster; thus, the
subcluster is in a mixed-valence state, either Fe(II)-Fe(III)
or Fe(II)-Fe(I). As the magnetic coupling between the
cubane and diiron subclusters is low in this state, it was
proposed that the paramagnetic atom was the Fe distal to
the cubane.178-179 A FTIR characterization under redox
potential control ofD. desulfuricanshydrogenase allowed
assignment of the infrared bands of the Hox state to the
different CO and CN- ligands of the H cluster, and the
authors proposed a distal Fe(I) and a proximal Fe(II) as the
electronic configuration of the [2Fe-2S] subcluster.180 FTIR
characterization of biomimetic models of this subcluster181,182

and calculated vibrational frequencies from DFT stud-
ies174,175,183have confirmed this electronic configuration.

Redox titrations followed by EPR166;168or FTIR172 indicate
that Hred is one electron more reduced than Hox. The main
structural difference between the two states is that, upon
reduction, the bridging CO ligand shifts toward the distal
Fe, acquiring a semibridging coordinationtransto the vacant
coordination site.184 As Hred is a diamagnetic state179,185-186

and Mössbauer studies clearly indicated that the [4Fe-4S]H

subcluster is in the oxidized+2 state and that the two Fe
atoms of the other subcluster are spectroscopically indistin-
guishable,178,179there are two possible electronic configura-
tions for the [2Fe-2S]H subcluster: an antiferromagnetically
coupled Fe(I)-Fe(I) state or a Fe(II)-Fe(II) state with a
coordinated hydride. The first synthetic models reported for
the diiron subcluster were stable dinuclear complexes
Fe(I)-Fe(I);187-189 however, Fe(II)-Fe(II) complexes with
a hydride ligand have been reported more recently.190-193

In addition, a diferrous complex featuring a semibridging
CO ligand has also been reported.194 Fe1+Fe+1 models
were favored by DFT calculations reported by several
authors,174,195,196whereas Liu and Hu proposed that Hred was
a mixture of Fe(I)-Fe(I) and Fe(II)-Fe(II)-H- configura-
tions based on the comparison of the calculated vibrational
frequencies for models of both options with the experimental
ones reported forD. desulfuricansFe-Fe hydrogenase.175

At very low redox potentials, a super-reduced state of the
H-cluster, named Hsred, was detected by infrared spectro-
electrochemistry. This state was not very stable and tended
to decompose before it could be reoxidized to Hred. As no
other data are available from other spectroscopic techniques,
this reduction step cannot be ascribed to the cubane or diiron
subclusters of the active site.172 A CO-inhibited state of the
H-cluster was detected several years ago by EPR spectros-
copy of various Fe-Fe hydrogenases.166,169 Mössbauer
and ENDOR spectroscopic studies suggested that the CO-
inhibited state has a similar electronic configuration to
Hox;173,178 thus, we can consider the former also as a
Fe(II)Fe(I) subcluster with an oxidized cubane subcluster and
name it as Hox-CO. DFT studies174-175 and FTIR character-
ization of synthetic models181,182 support this electronic
configuration for the dinuclear iron subcluster. Nevertheless,
a recent computational study proposed that the unpaired spin
in Hox-CO is significantly delocalized between the two Fe
atoms.183 Sulfur K-edge XAS measurements, combined with
density functional calculations on a synthetic H-cluster
model, suggested that there is extensive delocalization of
frontier molecular orbitals of the iron and sulfur atoms of
both subclusters.197 In fact, EPR spectra of57Fe-enriched
enzyme fromD. desulfuricansin the Hox-CO state are
consistent with a magnetic hyperfine interaction of the
unpaired spin with all six Fe atoms of the H cluster.198

3.3. Fe−S-Cluster-free Hydrogenase (Hmd)

As for the iron atom of Ni-Fe hydrogenase’s active site,
and in contrast to the Fe-Fe hydrogenases, the iron of the
cofactor of Hmd is not redox active and under all conditions
tested remains EPR-silent. Spectroscopic data obtained by
FTIR, Mössbauer, and XAS indicate that the iron is in a

Table 2. Vibrational Frequencies (cm-1) of the Diatomic Ligands of the Active Site at Different Redox States of Fe-Fe Hydrogenases
Measured by FTIRa

D. Vulgarisb D. desulfuricansc C. pasteurianumId

redox state ν(CO) ν(CN) ν(CO) ν(CN) ν(CO) ν(CN)

Hinact 1847, 1983, 2007 2087, 2106 1848, 1983, 2007 2087, 2106 nd nd
Htrans nd nd 1836, 1977, 1983 2075, 2100 nd nd
Hox 1940, 1965 2079, 2095 1802, 1940, 1965 2079, 2093 1802, 1948, 1971 2072, 2086
Hox-CO 1811,1964,1971,2016 2088, 2096 1810, 1963, 1971, 2016 2088, 2096 1810, 1971, 1974, 2017 2077, 2096
Hred 1894, 1916, 1965 2041, 2079 1894, 1916, 1965 2040, 2079 nd nd
Hsred nd nd 1883, 1932, 1955 nd nd nd

a nd ) not determined.b Data from ref 171.c Data from ref 172.d Data from ref 288.

Figure 7. Scheme of the different redox states of the active site
of Fe hydrogenases. The paramagnetic EPR-active states are marked
with an asterisk (the EPR spectra of Hsredhave not been reported).
The formal redox potentials (at pH 8.0) correspond to those
measured by FTIR-spectroelectrochemistry ofD. desulfuricansFe
hydrogenase in ref 172.
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low-spin state, although it is yet unknown if it is Fe(II) or
Fe(I).199

A CO-inhibited state and a CN-inhibited state have been
observed by FTIR spectroscopy. These extrinsic ligands bind
most probably to the H2-reactive site of the iron atom.82

4. Activation Processes
Most hydrogenases are not fully active when isolated

aerobically, requiring a reductive process to become catalyti-
cally competent. The nature of this activation process
depends on the structure of their active site, but in all cases,
it involves a structural reorganization of the active site from
a form stable in air to the form that is catalytically active
for H2-uptake/production.

4.1. Ni−Fe Hydrogenases
As mentioned above, standard Ni-Fe hydrogenases have

several different oxidized states with different kinetic
behavior: Fernandez et al.93 postulated that the difference
between the Ni-A and Ni-B states was associated with a
difference in activation behavior. Ni-Fe hydrogenases, such
as that fromD. gigas, are isolated aerobically and are inactive
in assays where H2 is the reductant or in hydrogen-
deuterium and hydrogen-tritium exchange assays.200-202 To
restore the activity requires reducing conditions and the
absence of O2.203 A confusing feature of this reductive
activation was the highly variable nature of the onset, rate,
and extent of activation. There is often a lag of minutes or
even hours before the enzyme starts to become active, and
the extent of activation depends on the history of the enzyme
sample. Moreover, once reductive activation has started,
some of the hydrogenase activity reappears quickly, but
restoration of full activity takes several hours at ambient
temperatures. Fernandez et al.204 explained these effects in
terms of a minimum of three forms of the enzyme: theactiVe
state, theready state that becomes active quickly upon
reduction, and theunreadystate that needs a long period of
incubation under reducing conditions before becoming active.
It was proposed that in the oxidized enzyme the H2-binding
site (now known to be the Ni-Fe center) is inactive or
blocked, so that activation of the hydrogenase requires
electron transfer into the H2-binding site from elsewhere in
the electron-transfer chain. According to this scheme, it
would require the presence of only a few active hydrogenase
molecules to start the reduction process, after which the
activation would be autocatalytic. The reductant could be a
low-potential electron-donor compound, or another electron
source such as an electrode. In concentrated hydrogenase
preparations, activation could be by intermolecular electron
transfer between hydrogenase molecules or by residual traces
of low-potential carriers such as cytochromec3 or ferredoxin
from the bacterial source material. Otherwise, in the assay,
the activating compound could be a reduced electron acceptor
such as methyl viologen.

Fernandez et al.93 showed that, forD. gigas Ni-Fe
hydrogenase, the relative proportions of the Ni-A and Ni-B
EPR signals correlated with the proportion of the enzyme
in the unready and ready states. For both the ready and
unready states, the first step of activation is the reduction of
Ni(III) to Ni(II) as observed by EPR.91,93,99Subsequent X-ray
diffraction studies showed that the main structural difference
between oxidized and reduced states of the active site is that,
in the latter, the oxygen species that bridges the metals has

disappeared, and the Ni-Fe distance is 0.25 Å shorter.
Therefore, it was assumed that reduction of the oxidized
states triggered the removal of a bridging oxygen species,
which allowed H2 binding to the active site and catalytic
turnover.69 This was confirmed by an17O ENDOR study in
which the signal due to Ni-A labeled with17O was lost upon
reductive activation to Ni-C.205

FTIR-spectroelectrochemical studies of different hydro-
genases have indicated that one-electron reduction of Ni-A
and Ni-B leads to two different states: Ni-A leads to the
Ni-SU (named Niu-S by other authors) state, and Ni-B leads
to Ni-SI.107,123-125 Enzyme in the Ni-SI state is active,
whereas the Ni-SU state is still inactive.107,206-209 The
activation process represents a gradual, spontaneous conver-
sion of the Ni-SU to the active Ni-SI state, a step that is
rate-limiting and entropic.93,107,209Two forms of the Ni-SI
state are in pH equilibrium, as detected by FTIR (Figure
4).123-125 The unprotonated form is named Ni-SII (Nir-S by
other authors), whereas the protonated form is named
Ni-SIII (Nia-S by other authors). It has been proposed, on
the basis of the difference in vibrational frequencies of the
diatomic ligands of the Fe atom, that the pH equilibrium
involves protonation of a terminal cysteine of the Ni.107,125,210

Although crystal structures of these states have not been
reported, some computational studies consider that one of
the Ni-SI forms still has an oxygen ligand bound to the active
site.211,212 However, there are experimental results which
support that Ni-SI has lost the bridging oxygen ligand,
whereas it is still present in NI-SU. First of all, an X-ray
absorption spectroscopic study ofA. Vinosumhydrogenase
concluded that a Ni-O bond was present in Ni-SU, which
disappeared in the four coordinated Ni-SI states of the active
site.213 Second, FTIR-spectroelectrochemical characterization
of D. fructosoVoranshydrogenase in the presence of carbon
monoxide, which is a competitive inhibitor of hydrogenases,
showed that extrinsic CO binds to Ni-SI but not to Ni-A,
Ni-B, or Ni-SU. The interpretation of this result was that
the inhibitor can only bind to the Ni atom when the bridging
oxygen species is removed from the active site, thus leaving
a vacant coordination site.123 In addition, several theoretical
studies support models of the Ni-SU and Ni-SI states with
and without a bridging oxygen species, respectively.214-217

Therefore, it is generally considered that the “ready” behavior
of Ni-B is due to fast removal of the bridging oxygen species
upon reduction, whereas the “unready” behavior of Ni-A is
due to slow removal of the bridging oxygen species upon
reduction.

The early studies on the Ni-Fe hydrogenases used
electron-transfer mediator dyes such as the low-potential
methyl viologen (Em -440 mV vs NHE), which presumably
supplies electrons to the iron-sulfur clusters,93 and the
oxidant 2,6-dichloroindophenol (Em +217 mV). In these
experiments, it is difficult to control the rate of the reaction,
and, at higher potentials, there is the likelihood of exposure
to O2. Recently, electrochemical studies by Armstrong’s
group, of hydrogenases adsorbed onto the surface of a carbon
electrode in an anaerobic chamber, have provided an incisive
method to control the applied redox potential and observe
the activation and inactivation processes. The rate of diffusion
of substrate molecules to the enzyme is controlled by the
rotation rate of the electrode. Electrons are supplied by the
electrode directly to the electron-transfer chain, in all states
of the enzyme. The electric current is a measure of catalytic
activity, and the driving force, voltage, can be altered at will.
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Rapid changes in applied voltage can be used to measure
the instantaneous activity of the enzyme, while chrono-
amperometry, in which a current is measured during the
steady application of a voltage, can be used to follow
activation and inactivation.218,219In this way, it was shown
that conversion of “ready” to “active”A. Vinosumhydroge-
nase is rate-limited by the redox potential, which suggests
that the reduction of Ni-B to Ni-SI is the slow step of the
process.206 A contrast may be drawn with the “unready”
hydrogenase, where an analogous study indicated that a fast
and reversible electrochemical step precedes the rate-
determining step of the activation process, independent of
the redox potential.209The latter result confirmed the previous
FTIR-spectroelectrochemical study ofD. gigashydrogenase
that showed that Ni-A could be reduced to Ni-SU in a
reversible way and that the rate-limiting step of the activation
process was conversion of Ni-SU to the active states,
independent of redox potential and pH.107 The redox titration
of the Ni-A/Ni-SU couple followed by FTIR has also been
reported for theD. fructosoVorans, A. Vinosum, and D.
Vulgaris Ni-Fe hydrogenases.123-125 The pH dependences
of the formal measured redox potentials for these standard
Ni-Fe hydrogenases are indicative of a one-electron/one-
proton step, which is in agreement with the small shift in
the frequencies of the CO and CN- ligands, which means a
small change in the electron density of the active site. One
exception is the case of theD. Vulgaris Miyazaki F
hydrogenase, in which the shift of the CO and CN- bands
is larger and follows a different pattern than the other
standard Ni-Fe hydrogenases. Therefore, Fitchner et al.
suggested that this enzyme has a different electronic con-
figuration for the Ni-SU state which could account for the
faster activation process of Ni-A.125

Kurkin et al. studied the activation of Ni-A and Ni-B with
H2 by stopped-flow FTIR spectroscopy.207 In that work, they
observed that the Ni-A state was converted to the active states
very slowly, whereas the latter converted quickly, after a
lag phase of a few seconds, through which a specific
reduction of the enzyme happens. In agreement with previous
proposals, the authors concluded that H2 was not able to
reduce the active site directly in the Ni-A and Ni-SU states,
whereas it did reduce the active site in the Ni-B state after
a few seconds’ lag phase.207 De Lacey et al. applied FTIR-
spectroelectrochemistry toD. gigashydrogenase in H2O/D2O
and found that for the activation of Ni-A there is no
significant kinetic effect of the solvent or the pH.220 This
suggests that the rate-limiting step for Ni-A activation is not
the protonation of the bridging ligand. The cause of the
different kinetic behaviors of Ni-A and Ni-B has been
interpreted in recent years as a difference of the nature of
the oxygen species in both states. In a single-crystal EPR
study on this enzyme, theg-tensors of the Ni-A and Ni-B
states were determined as having a similar orientation and
the authors proposed that the difference of thegy values
between Ni-A and Ni-B could be explained by a protonation
of the bridging Ni-Fe ligand.221 A single-crystal ENDOR
study of the same enzyme in the Ni-B state detected a proton
hyperfine tensor with an orientation compatible with the
calculated one by DFT studies of oxidized active site models
with a µ-hydroxo bridging ligand.222 In the same work it
was observed that this hyperfine coupling was either missing
or decreased in magnitude in Ni-A, confirming a structural
difference of the active site involving the bridging ligand.
However, HYSCORE spectroscopy and H/D exchange do

show an exchangeable proton in Ni-A that can be assigned
to the bridging ligand, although in this case it has a different
orientation than that in Ni-B or it is of a different type.223

Quantum calculations of EPR parameters of models of
Ni-Fe hydrogenase active sites and comparison with
experimental values suggested a hydroxo bridging ligand in
Ni-B, and an oxo or peroxo ligand in Ni-A.224-225 The authors
argued that the latter ligand would be removed from the
active site with more difficulty. In a similar study reported
by Stadler et al., the authors were in agreement with the Ni-B
assignment but favored a hydroxo ligand for Ni-A instead
of an oxo ligand because it modeled better the experimental
paramagnetic and structural parameters.216 Stadler et al.
proposed that the difference in electronic structure between
Ni-A and Ni-B could be explained by a different protonation
level of a cysteine ligand of the Ni atom and that the kinetic
barrier for Ni-A activation was caused by a different
orientation of a nearby glutamate residue, which impeded
fast removal of the bridging hydroxo ligand as a water
molecule.216 Bleijlevens et al., on the basis of the H/D
hyperfine coupling of the EPR signals, proposed a bridging
oxygen species between the metals in the Ni-A state, and a
terminal hydroxo ligand to the Ni in Ni-B. This terminal
ligand would be pointing toward the H2-transport channel,
which should facilitate its exit from the active site during
activation.226 A difficulty with these proposals in which the
Ni-A and Ni-B states both have a single bridging oxygen
atom is that they do not explain why it is impossible to
interconvert the states without prior reduction.

The proposal that hydrogenases in the Ni-A state have a
peroxo bridging ligand was supported by a recent X-ray
diffraction study ofD. fructosoVorans.227 In the Ni-B state,
an oxygen species was clearly shown in the bridging position
between the metals. A similar conclusion was drawn for the
Ni-B state of D. Vulgaris Miyazaki F hydrogenase.228 A
recent further refinement of X-ray diffraction data fromD.
gigas and D. fructosoVorans hydrogenases, mainly in the
unready state, suggested that the bridging ligand in Ni-A is
probably monatomic rather than diatomic.227 The protein
molecules in the crystals were not in a homogeneous state,
and clear featureless electron-density difference maps were
only obtained when the bridging ligand was modeled as 70%
(hydro-)peroxo and 30% (hydro-)oxo, which is consistent
with the relative abundance of the Ni-A/Ni-B species as
measured by EPR. In addition, the refinement data suggested
partial oxidation of a bridging cysteine to sulfenic acid/
sulfenate.227 Ogata et al. have also reported the crystal-
lographic structure ofD. Vulgaris Miyazaki F hydrogenase
in the Ni-A state with a diatomic bridging ligand, which was
assigned to a dioxygen with one of the oxygen atoms oriented
toward the H2-transport channel. The authors suggested that
this orientation is responsible for the blocking of the active
site toward reaction with H2 in the active site.228

Marine organisms such asD. gigasare sometimes exposed
to air, which would be expected to convert their periplasmic
hydrogenases to the unready state. If the activation of the
unready states by reducing agents in vitro is very slow, taking
many hours at ocean temperatures, it is a question as to how
their hydrogenases become reactivated, if indeed they do.
Based on these structural data, it has been proposed that the
kinetic barrier of Ni-A is either due to the difficulty of the
release of H2O2 from the active site227,229 or, alternatively,
due to the reduction of a sulfenate to thiolate in one of the
cysteine ligands and liberation of H2O.229Lamle et al. showed
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that A. Vinosum hydrogenase could be reactivated more
rapidly by H2 or CO, in a complex multistep process. They
proposed that the rate-limiting step is an internal rearrange-
ment of the oxygen-containing species that allows its
subsequent and fast displacement by H2 or CO.209 In a recent
computational study, the activation by H2 was simulated,
assuming a hydroperoxo bridging ligand in the Ni-A state
and a hydroxo ligand for Ni-B. Two pathways of activation
of Ni-A were considered, one in which H2O2 is liberated
from the active site and another in which two H2O molecules
are liberated.212 It was concluded that the second mechanism
had a transition state with a kinetic barrier more similar to
the experimental results.107,204,229Figure 8 shows the simpli-
fied scheme of both proposed mechanisms. Another recent
computational study combined with quantum refinement of
the previously reported crystallographic data of the “unready”
oxidized states ofD. fructosoVorans suggests that in that
structure there is a mixture of states of the active site. The
best fit was obtained with aµ-hydroxo bridging ligand and
partial oxidation of one terminal and one bridging ligand.
Nevertheless, in this work a minor conformation with a
bridging peroxo ligand was not excluded.230 The activation
mechanism has also been studied forThiocapsa roseopercina
hydrogenase by kinetic measurements.231-232 These authors
proposed that there is an autocatalytic step in the activation
process.

The SHase ofR. eutropha, despite being active in the
presence of O2, needs to be activated when it is isolated in
air. This activation process is different from those of
“standard” Ni-Fe hydrogenases because, as mentioned
before, there are no Ni-A nor Ni-B states in this hydrogenase
and FTIR measurements indicated a different structure of
the active site149,151and XAS.152,153,233Activation of aerobic
SHase (in a heterotetrameric form) is rapid (within a few
seconds) in the presence of sodium dithionite or catalytic
amounts of NADH.234,235Interestingly, the enzyme may be
activated by NADPH as well as NADH, but only in a
hexameric form of the enzyme that incorporates a dimer of
subunits I2, which probably bears the NADPH binding site.236

In an FTIR-spectroelectrochemical cell, the active state of
soluble H2ase was obtained by adjusting the potential of an
aerobic sample to-316 mV, with this step being irreversible
in the absence of O2.

150 This result is in general agreement
with the titration of the activity for the same hydrogenase
reported previously by Petrov et al.,234 although they

estimated a midpoint redox potential for activation of-100
mV. A mechanism for the activation process has been
proposed, taking into account the structural characteristics
of the active site of this hydrogenase, namely that the Fe
atom has one CO and three CN- ligands and the Ni atom
has one additional CN-, as deduced from FTIR spectros-
copy,151 and that the Ni has predominant coordination by C
or O ligands in the aerobically oxidized state, as deduced
from XAS spectroscopy.152 According to this hypothesis,
upon reductive activation with NADH, electrons are trans-
ferred to the Ni-Fe active site via a [2Fe-2S] cluster and
this causes removal of an oxygen species from terminal
coordination to Ni, leaving a vacant site for hydrogen binding
and cleavage.150,152,233,237

4.2. Fe−Fe Hydrogenases
For those Fe-Fe hydrogenases that can be reductively

activated, the rate of activation is much more rapid than that
for most Ni-Fe hydrogenases.140-169Redox titrations of these
hydrogenases followed by different spectroscopic techniques
have concluded that this activation step involves the reduction
of the Htrans state to the Hox state167,168,172,173and that this
step is irreversible under anaerobic conditions.168-172 From
the Mössbauer characterization ofD. Vulgaris hydrogenase,
Pereira et al.173 concluded that in this activation step there
was not a net reduction of the H cluster; hence, they proposed
a conformational change during conversion that promoted
the transfer of one electron from the [4Fe-4S]H subcluster
to the [2Fe]H subcluster.238 Other authors have proposed that
in the inactive states a ligand is terminally bound to the distal
Fe of the [2Fe]H subcluster that is removed upon reduction,
leaving a vacant site for H2 binding during catalytic turn-
over. DFT calculations by Cao and Hall showed that a
Fe(II)-Fe(II) site with a terminal H2O ligand is very stable
and proposed that this is a good model for Hinact because
that coordination blocked the active site. Upon reduction to
Fe(II)-Fe(I), the calculations indicated that the water
molecule dissociated and Hox was formed.174 However, in
this work, models for the Htransstate were not studied. Similar
theoretical studies by Liu and Hu favored instead a terminal
hydroxo ligand as a better candidate for Hinact than a water
or a dioxygen ligand because in the former case the predicted
CO vibrational frequencies were nearer to the experimental
ones, and in addition, it allowed upon reduction an inter-
mediate Fe(II)-Fe(I)-(OH) spin-polarized state that models

Figure 8. Simplified scheme of the possible mechanisms of activation of the active site of standard NiFe hydrogenases proposed by
Jayapal et al. in ref 212 considering a hydroperoxo bridging ligand for Ni-A.
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Htrans.175 Another DFT study has proposed a thermodynami-
cally favorable activation pathway that involves, first,
protonation of the putative hydroxo ligand of Hinact, subse-
quent removal of H2O from the active site, and finally, a
monoelectronic reduction of the dinuclear iron site to form
Hox.239 However, this study does not take into consideration
the experimental evidence of the existence of the Htrans

intermediate. In a recent study of the activation process of
D. desulfuricanshydrogenase by FTIR-spectroelectrochem-
istry and light-induced reduction in the presence of extrinsic
CO, the reduction of Hinact to Htrans was reported to weaken
the coordination of an unidentified terminal ligand to the
distal Fe, which was removed upon further reduction to
Hox.172 As both Htrans and Hox are paramagnetic states and
their redox titration step could be fitted to a two-electron
Nernstian process, the authors proposed that the activation
step involved a redox-dependent chemical change, such as
a two-electron reduction of a Cys-SOH (sulfenic acid) in
Htrans to a Cys-SH in Hox. An alternative explanation
postulated in this work for the activation process was the
possibility of reduction of a disulfide bond involving one or
two of the thiol ligands of the H cluster.172 A very recent
kinetic analysis of the hydrogen oxidation activity of
aerobically isolatedD. Vulgaris (Hildenborough) Fe-Fe
hydrogenase suggested that activation by hydrogen is
cooperative: a first hydrogen molecule binds to the active
site with low affinity and then a second one binds to the
active site with high affinity and is oxidized at a high rate.240

5. Inactivation Processes
Compared to other enzymes, which often undergo con-

siderable conformational changes on binding of the sub-
strates, hydrogenases are rigid proteins with a multilayered
structure consisting of sheets ofâ-strands andR-helices
(Figure 1a). The only parts that are expected to move are
the side chains of amino acids involved in transfer of hydrons
to the active site. Even here, much of the movement of
hydrons is predicted to occur through bound water molecules
in the protein structure.241 Therefore, hydrogenases are well
suited enzymes to investigate the mechanism of their
inactivation by external agents, since in most of the cases,
their molecular structure remains stable during deactivating/
reactivating treatments.

5.1. Ni−Fe Hydrogenases

5.1.1. Inactivation by O2

The fact that Ni-Fe hydrogenases become deactivated by
trace amounts of O2 has been known for several decades.242

Depending on the conditions of exposure to the gas, different
ratios of the “unready” Ni-A and “ready” Ni-B states are
obtained.52,93,205,207,228,229,243,244The mechanism of these in-
activation processes is still not well understood.245 Van der
Zwaan and co-workers showed that oxidation of activeA.
Vinosumhydrogenase with17O2 caused the appearance of a
mixture of Ni-A and Ni-B EPR spectra, each of which
showed broadening due to17O hyperfine coupling.246 More
recently, Carepo et al. reported that oxidation with air of a
D. gigas hydrogenase solution in H217O, and in the Ni-C
state, gave Ni-A with an17O label, as observed by ENDOR
spectroscopy.205 These results showed that molecular oxygen
reacts directly with the active site and at least one oxygen
atom binds tightly in the vicinity of the Ni atom. Thus, an
oxygenic species formed by reaction of O2 at the active site

can be exchanged by H2O or OH- from the solvent before
it binds to the Ni atom. This exchange is previous to Ni-A
formation because the authors found that no solvent-exchange
effect was observed by incubation of Ni-A in H2

17O. A
stopped-flow FTIR study ofA. Vinosumhydrogenase showed
that Ni-B was formed by reaction of the Ni-R or the Ni-C
states with excess O2, whereas some Ni-A was formed and
Ni-SI detected as a transient if the O2 concentration was
decreased. The authors interpreted these results as indicating
that O2 can react directly at the active site or at the distal
iron sulfur cluster, with the latter reaction being faster.
According to this, when there is low amount of O2, the active
site is oxidized to Ni-SI via the iron-sulfur clusters before
it reacts with O2, and in this case, the hydrogenase has two
reducing equivalents that lead to peroxide formation and
finally to the Ni-A state. In the case that there is an excess
of O2, the Ni-C and Ni-R states would react directly with
O2 with enough reducing equivalents to form H2O or OH-,
leading to the formation of the Ni-B state. This hypothesis
has found support in several electrochemical and crystal-
lographic studies of different Ni-Fe hydrogenases. Lamle
et al.229 studied the potential dependences and kinetics of
the aerobic interconversions ofA. Vinosum hydrogenase
adsorbed on a carbon electrode. This work showed that the
“unready” (Ni-A) state was formed preferentially when O2

reacted with the hydrogenase at high redox potentials, which
should favor partial reduction of O2 at the active site, whereas
the “ready” (Ni-B) state was formed when O2 reacted with
the hydrogenase at lower redox potentials, which should
favor complete reduction of O2 to water. According to this,
a H2O or OH- species would be available for binding directly
to the active site during Ni-B formation, whereas two
possibilities exist for Ni-A formation: (i) a peroxide or
superoxide ion formed by partial reduction of O2 binds
directly to the active site as a bridging ligand or (ii) the
peroxide or superoxide oxidizes a cysteine ligand of the
active site to anS-oxide or sulfenate species and subsequently
a hydroxide formed binds to the active site as a bridge
between the two metals. A similar study performed by Leger
and co-workers withD. fructosoVorans hydrogenase con-
cluded that inactivation by O2 is a bimolecular process with
a pH-independent rate constant of 3× 104 s-1 M-1 at 40°C
and 1 atm H2 pressure. The reaction rate did not depend
greatly on the H2 pressure, which indicates that H2 needs
not to be released from the active enzyme before O2 reacts
with the active site, and therefore, it can attack any of the
active states (Ni-R, Ni-C, or Ni-SI). For this enzyme, a
mixture of both Ni-A and Ni-B was always obtained upon
oxidation under the conditions studied.247

As mentioned above, the most recent X-ray diffraction data
of Ni-Fe hydrogenases in the oxidized states point to a
monatomic oxygen species bridging the two metals in
Ni-B, whereas, for Ni-A, a diatomic oxygen species was
favored as bridging ligand.227-228 These results would in
principle support option i for the mechanism of Ni-A
formation. However, in crystals of the putative Ni-A state,
significant electron density at some of the active site cysteine
ligands that could be refined toS-oxide/sulfenate species
suggests that mechanism ii may take place at least in part of
the hydrogenase sample. In fact, Volbeda et al. did emphasize
that in the crystals there was a considerable proportion of
hydrogenase molecules in which the nickel was EPR-silent;
in the study of Ogata et al., the amount of EPR-silent
hydrogenase in the putative Ni-A crystal was not estimated.
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Therefore, more spectroscopic characterization of the pure
Ni-A and the “unready” EPR-silent states is necessary in
order to clarify the mechanisms of O2 inactivation of
Ni-Fe hydrogenases.

The stability of different types of hydrogenases to O2

inactivation is variable and depends on the form of the
enzyme and on previous oxidizing and reducing treatments.
Morozov et al. reported thatT. roseopersicinahydrogenase
becomes O2-tolerant when immobilized on an electrode, in
spite of being very O2-sensitive in solution;248 no explanation
was offered by the authors for this effect. The SHase from
R. eutropha, which is usually oxygen-tolerant, is irreversibly
deactivated by O2 after it has been previously incubated in
the presence of reductants such as H2 or NADH.150,151,249

FTIR spectroscopy showed that this reductive treatment
removed irreversibly the CN- ligand of the Ni atom of the
active site; thus, the authors concluded that these ligands
protected the active site from O2.151 Interestingly, bacteria
that metabolize H2 under aerobic conditions have been found
to bear an additionalhypX gene. A hypX- mutant of R.
eutrophagrew slowly under standard aerobic conditions, and
the purified hydrogenase did not contain the extra nickel-
bound CN, suggesting that, in the cell, the third cyanide is
provided by the HypX protein.250The SHase from the HypX-

strain is highly sensitive to oxygen inactivation during
turnover conditions in the presence of low concentrations
of NADH. In the presence of an excess of NADH, the
enzyme is not deactivated by oxygen, as enough electrons
are available to reduce directly O2 into H2O.250 The lack of
the third cyanide in HypX- soluble H2ase, clearly showed
by FTIR spectroscopic studies, demonstrates that this ligand
is responsible for the O2-resistance of soluble H2ase. A
possible explanation would be that the Ni coordination
position occupied by the cyanide is not available for oxygen
reaction. The enhanced O2-sensitivity of a mutant of SHase
in which Leucine118 was substituted by phenylalanine was
attributed to steric hindrance by the bulky phenylalanine that
may block the incorporation of the extra ligand.54

The oxygen tolerance ofR. eutrophaMBHase has been
studied by protein film voltammetry, which showed that this
enzyme maintained a significant amount of H2-uptake activity
in the presence of high levels of O2 and 100% of activity
recovery was measured upon removal of O2.

156 This low O2-
sensitivity has been exploited for developing a membrane-
less hydrogen-oxygen fuel cell with MBHase as the anode
catalyst251 and laccase as the cathode catalyst. The MBHase
has a FTIR spectrum similar to “standard” Ni-Fe hydro-
genases instead of to the SHase; that is, there is no additional
CN- ligand on the Ni site.251 Thus, the O2-tolerance of the
MBHase cannot be explained in the same way as that of the
soluble H2ase. It seems that it could be due rather to a
combination of a slower rate of inactivation by O2 with fast
activation by H2, as observed with hydrogenase I from
Aquifex aeolicus.252

The RHases fromR. eutropha253 and Rhodobacter cap-
sulatus145,254are not deactivated at all by O2. Electrochemical
measurements showed that, unusually, the regulatory hy-
drogenase reacts reversibly with O2 even during turnover
and continues to catalyze H2 oxidation in the presence of
O2.156 This property has been assumed to be due to a
narrower gas channel for H2 transportation. In standard
Ni-Fe hydrogenases, molecular modeling indicated that the
connection of the gas channel with the active site cavity is
controlled by two conserved hydrophobic amino acids,

usually valine and leucine, in the large subunits. In oxygen
tolerant hydrogenases, represented by the RHase ofR.
eutropha, the HupUV proteins fromRd. capsulatus255 and
Bradyrhizobium japonicum,256 valine and leucine, are re-
placed by the more bulky residues isoleucine and phenyl-
alanine, respectively.257 It was proposed that these residues
might play the role of a molecular sieve, limiting access of
O2 to the active site. To investigate this theoretical consid-
eration experimentally, mutagenesis experiments were con-
ducted on the RHase fromR. eutrophaand HupUV from
Rd. capsulatus. The isoleucine and phenylalanine were
substituted by the valine and leucine.258,259In each case, the
resulting mutated hydrogenases were inhibited by O2,
demonstrating that the nature of the amino-acid residues that
form the gas channel is very important for O2-sensitivity.

5.1.2. Anaerobic Inactivation by Increased Redox
Potential

A characteristic feature of Ni-Fe hydrogenases is that their
activity in H2-oxidation drops, even under strict anaerobic
conditions, at high overpotentials. This effect was initially
observed by two independent research groups in 1985 for
D. gigas hydrogenase: (i) Fernandez et al. reported that
anaerobic oxidation of active enzyme with dichloroindophe-
nol gave “ready” enzyme;204 (ii) Mege and Bourdillon
showed that the electroenzymatic oxidation of H2 by D. gigas
hydrogenase immobilized on a glassy carbon electrode, with
methyl viologen as redox mediator, decreased at high redox
potentials and that the inactivation process corresponded to
a reversible Nernstian one-electron/one-proton step taking
place at potentials 280 mV more positive than the H+/H2

couple.260 FTIR-spectroelectrochemical characterization of
the same enzyme combined with isotope exchange activity
measurements showed that this anaerobic inactivation cor-
responded to the oxidation of the Ni-SI state of the active
site to the Ni-B state and that this process followed first-
order kinetics with a high kinetic barrier.107 This same
process has been studied by the same technique for wild type
D. fructosoVoransNi-Fe hydrogenase, and the influence of
amino acid substitutions around the active site on the first-
order rate constant and the Arrhenius activation energy was
examined.127 The anaerobic interconversions between the
active and inactive states ofA. Vinosumhydrogenase were
studied by chronoamperometric measurements of the enzyme
immobilized on an electrode. The measurements showed that
the kinetics of oxidative inactivation were independent of
redox potential, consistent with a controlled chemical event.
As Ni-B has aµ-hydroxo bridging ligand and Ni-SI probably
has not, the authors suggested that the rate-limiting step of
Ni-SI oxidation is the incorporation of OH- into the active
site.206 Support for this proposed mechanism came from
FTIR-spectroelectrochemistry, which showed a primary
kinetic solvent isotope effect for the anaerobic oxidation of
D. gigashydrogenase.220 In the same work, it was reported
that a glutamate residue near to the active site had a role in
this process, possibly by taking a proton from a water
molecule to allow its binding to the active site as a hydroxide
species (Figure 9). FTIR-spectroelectrochemical studies of
the Ni-SI/Ni-B transition have been recently performed for
the A. Vinosum124 and D. Vulgaris Miyazaki F125 hydroge-
nases. Similar results were obtained to those ofD. gigas
hydrogenase, although a clear pH-dependent effect of the
kinetics of Ni-SI oxidation was observed forA. Vinosum,
which is not measured with theD. gigasenzyme, and the
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oxidation kinetics of Ni-SI are relatively rapid in theD.
Vulgaris enzyme even at low temperatures.

Anaerobic inactivation of a nonstandard Ni-Fe hydroge-
nase, the MBHase fromR. eutropha, was observed by protein
film voltammetry experiments. This process took place at a
potential 150 mV more positive than that for the standard
Ni-Fe hydrogenases. So far, there are no spectroscopic data
to ascertain if this corresponds to oxidation to a state of the
active site equivalent to the Ni-B state.156

5.1.3. Inhibition by Carbon Monoxide
CO is a competitive inhibitor of most Ni-Fe hydrogena-

ses, as the effect is reversed upon increase of H2 pres-
sure.140,242Direct spectroscopic evidence of CO binding to
Ni ion at the catalytic active site of Ni-Fe hydrogenase was
first obtained by EPR measurements of active enzyme under
a 13CO atmosphere.246 The FTIR band of extrinsic CO bound
to the active site was also identified by the isotopic shift
measured under a13CO atmosphere.41,123Multiple-scattering
analysis of the EXAFS data fromA. Vinosum [Ni-Fe]
hydrogenase deactivated with CO also revealed the presence
of Ni(II)-CO with CO bound as a terminal ligand.114 Almost
simultaneously it was reported that the nickel L-edge soft
X-ray spectrum of CO-inhibitedD. gigas hydrogenase is
consistent with CO binding to Ni and has the features of a
Ni(II) high-spin state.117 FTIR data and DFT calculated
spectra of CO-inhibitedD. fructosoVorans hydrogenase
suggest that the extrinsic CO was only weakly bound to the
Ni atom in a terminal mode, as no vibrational coupling with
the structural CO ligand of the Fe atom was observed;
moreover, the vibration frequency of the extrinsic CO was
considerably higher than that expected for CO tightly bound
to a metal.123 Definitive proof of the binding mode of the
CO inhibitor came from the X-ray structure of related
[Ni-Fe] hydrogenase fromD. VulgarisMiyazaki F activated
with H2 and further treated with CO, which showed a CO
molecule terminally bound to Ni with a bent conformation.261

FTIR-spectroelectrochemistry experiments were conducted
with aD. fructosoVoranshydrogenase in a saturated solution
of CO. In these experiments, evidence was obtained that
Ni-Fe hydrogenases in the inactive states Ni-A, Ni-B, and
Ni-SU do not bind extrinsic CO. CO binding to the active
site took place only after reductive activation of the enzyme
to the Ni-SI forms, presumably when the bridging oxygen
species had been removed from the active site. In addition,
in this work it was shown that CO-inhibition blocked electron
and proton transfer at the active site, although reduction at
the proximal [4Fe-4S] cluster was detected.123 The kinetics
of CO binding to the Ni-Fe site in the hydrogenase from

A. Vinosum was investigated by stopped-flow infrared
spectroscopy by Albracht, Thorneley, and co-workers.208

Active enzyme in the redox states Ni-SI or Ni-R, in which
the nickel is Ni(II), reacted much faster with CO than enzyme
in the redox state Ni-C, in which the nickel is shown by
EPR to be Ni(III), confirming the previous finding that
replacement of H- by CO is easier with Ni(II) than with
Ni(III). 129 A DFT study on different models of the paramag-
netic CO-inhibited state of the active site concluded that a
structure with the extrinsic CO coordinated to Ni(I) in an
axial position gave the best fit of calculated EPR parameters
to the experimental data.211 Another DFT study on the active
site structure of CO-inhibited Ni-Fe hydrogenase, which is
EPR-silent but detectable by FTIR, concluded that only with
high-spin Ni(II) were the calculatedνCO frequencies similar
to those obtained experimentally.122 The kinetics of CO
inhibition of D. fructosoVorans Ni-Fe hydrogenase im-
mobilized on an electrode were studied by Leger et al. using
chronoamperometry under steady-state mass transport condi-
tions. This work showed that CO-inhibition is fast and
reversible and that CO binds only to the Ni-SI state.247

Ni-Fe-Se hydrogenases are generally more sensitive to
CO inhibition than Ni-Fe hydrogenases.262 Sorgenfrei
et al. measured the EPR spectrum of active F420-nonre-
ducing hydrogenase fromMethanococcusVoltae in the
presence of either CO or13CO. The data suggested that, in
this Ni-Fe-Se hydrogenase, extrinsic CO was bound to the
Ni atom opposite to the selenium atom.147

A few Ni-Fe hydrogenases are resistant to CO inhibition,
such as the CO-induced hydrogenase fromRhodospirillum
rubrum263 and the hyperthermophilic hydrogenase from
Pyrococcus furiosus.264 The O2-tolerant hydrogenases from
R. eutrophaare also completely insensitive to CO.151,250,253

Only after prolonged reduction of the SHase by NADH or
sodium dithionite is a Ni-C state detected by EPR spectros-
copy. At this stage, the hydrogenase becomes sensitive to
CO and the EPR spectrum changes to an apparent Ni-CO
signal.265 It has been proposed recently that this is due to
loss of the extra CN- ligand to form an active site structure
similar to those of “standard” Ni-Fe hydrogenases. It was
suggested that the cysteine ligands of the Ni atom are
chemically modified to sulfenates in SHase but are reduced
to thiolates, yielding a more conventional active site struc-
ture.150 SHase that has lost the CN- ligand of the Ni, as
shown by FTIR, is sensitive to O2 but not to CO,151,250

indicating that the requirements for reaction of the active
site with O2 and CO are different. The MBHase, which
appears from FTIR spectroscopy to have normal CO and
CN- coordination, is also completely insensitive to CO-

Figure 9. Possible mechanism of anaerobic inactivation of the active site of standard Ni-Fe hydrogenases taking into account the role of
the carboxylic group of glutamic 25 amino acid (D. fructosoVoransnumeration).
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inhibition even though O2 can reach the active site.251 For
this reason, theR. eutrophaMBHase has been used as
catalyst for the anode of a CO-insensitive biological fuel
cell.266

5.1.4. Other Inhibitors

NO inhibits the D2/H+ exchange activity ofD. gigas
Ni-Fe andDm. baculatumNi-Fe-Se hydrogenases.262 The
irreversible inactivation of the membrane-bound Ni-Fe
hydrogenase ofAzotobacterVinelandii by NO was investi-
gated by Hyman and Arp, who concluded that the NO
binding site is different from the H2 activation center and
suggested that NO destroys iron sulfur clusters essential for
the catalysis rather than the active site.267

Acetylene is also known as an inhibitor of [Ni-Fe]
hydrogenases, competitive with H2 and CO,268 which indi-
cates that the binding of these three gases is mutually
exclusive.202 Arp et al. have obtained experimental evidence
of acetylene binding to the large subunit of the enzyme,269

that in Ni-Fe hydrogenases accommodates the bimetallic
active site,52 but the site of binding is unknown. By contrast,
the H2-sensor hydrogenase fromR. eutrophais insensitive
to C2H2;253 perhaps its gas channel is too narrow for access.

Cyanide has been reported to be an irreversible inhibitor
of a Ni-Fe hydrogenase isolated fromA. Vinelandii, in an
oxidized state that is formed in the presence of H2 and O2;270

however, cyanide (as KCN) does not inhibit the active,
anaerobically isolated enzyme.271 Diaryl iodonium salts have
been shown to inhibit the hydrogenase complex ofRd.
capsulatus.272

Transition metals ions such as Cu(II) and Hg(II) inhibit
the growth of bacteria such asD. desulfuricans, interfering
with their hydrogen metabolism.273 EPR and UV-visible
spectroscopy studies onD. gigashydrogenase deactivated
by Cu2+ salts suggested that the loss of catalytic activity was
due to the destruction of a [3Fe-4S] cluster in the electron-
transfer chain.274 A similar deactivating effect, by Hg(II),
has been reported to occur to the Ni-Fe hydrogenase from
D. Vulgaris.275,276Cu(II) and Hg(II) irreversibly inhibit the
hydrogenase fromT. roseopersicina.277 Nedoluzhko et al.278

have reported that Pb(II) can act as electron donor to the
hydrogenase but is also an irreversible inhibitor.

Sulfide, the metabolic product of bacterial sulfate reduc-
tion, is an inhibitor of some hydrogenases.124 Bleijlevens et
al. showed that adding Na2S to activeA. Vinosumhydroge-
nase and subsequent oxidation produced an inactive state
which was EPR-silent and had an FTIR spectrum different
from the Ni-A, Ni-B, and Ni-SU states. Reductive activation
of this sample was possible, albeit slowly, but required lower
redox potentials than those for Ni-A. Recently, this Na2S
inhibition effect and reductive reactivation has been shown
for several standard Ni-Fe hydrogenases by protein film
voltammetry.279 These results are understood in terms of the
X-ray crystal structure ofD. Vulgaris Miyazaki F hydroge-
nase in the oxidized state, in which a sulfur species was
assigned as a bridging ligand between both metals of the
active site.126 This observation offers a possible explanation
as to why formation of H2S is detected upon reductive
activation of this hydrogenase.280

5.2. Fe−Fe Hydrogenases
The Fe-Fe hydrogenases of sulfate-reducing bacteria from

the genusDesulfoVibrio reveal that hydrogenases are more

sensitive to inhibition by O2, CO, and NO than are the
Ni-Fe and Ni-Fe-Se hydrogenases.140

5.2.1. Inactivation by O2

Active Fe-Fe hydrogenases become irreversibly deacti-
vated in contact with O2, and the EPR signals of the H-cluster
disappear, presumably because O2 reacts with and destroys
the H-cluster.166 However, the hydrogenases fromD. Vulgaris
(Hildenborough)281 andD. desulfuricans169 have an oxidized
inactive state that is air-stable; they can be activated quickly
under reductive conditions, but this process cannot be
reversed in the presence of O2. Recently, the reactivity toward
O2 of D. desulfuricanshydrogenase immobilized on a carbon
electrode was studied by protein film voltammetry. This work
confirmed the previous studies performed with enzyme in
solution. In particular, injection of O2 to active enzyme
completely inhibited H2-uptake activity in a irreversible way,
whereas if O2 was injected at high redox potentials, in which
the enzyme activity was suppressed by anaerobic oxidation,
part of the activity could be restored upon reduction at low
redox potentials.156

5.2.2. Anaerobic Inactivation

Van Dijk et al. reported in 1983 that an inactive but air-
stable state ofD. Vulgaris (Hildenborough) hydrogenase
could be obtained from the active states under certain
conditions, which included anaerobiosis and the use of
dichloroindophenol as oxidant. This anaerobic inactivation
did not take place by oxidation with cytochromec; the
enzyme remained active under those conditions even though
cytochromec has a similar midpoint redox potential to
dichloroindophenol.281The authors’ suggestion that anaerobic
inactivation requires an obligatory two-electronic oxidation
step, since dichloroindophenol is usually an ) 2 oxidant,
whereas cytochromec is a n )1 oxidant, seems unlikely,
since dichloroindophenol may also be ann ) 1 oxidant,
generating a radical.282 Redox titrations of Fe-Fe hydroge-
nases monitored by EPR168 or FTIR spectroscopy172 showed
that anaerobic oxidation to the air-stable state (Hinact) did not
take place. The reduction step from the inactive Htrans state
to the active Hox state fitted better to a two-electron
process.172 Therefore, it is possible that the anaerobic
inactivation process is rate-limited by a two-electron oxida-
tion of Hox to Htrans. Protein film voltammetry experiments
of D. desulfuricanshydrogenase did show anaerobic inac-
tivation at high redox potentials. In this case, no redox
mediators were used, since electrons were exchanged directly
at the electrode, allowing simultaneous transfer of two
electrons.156,283

5.2.3. Inhibition by CO

Fe-Fe hydrogenases are strongly inhibited by CO in a
competitive manner.169,284Of the known hydrogenases, this
class is the most sensitive to CO: a 50% decrease in the
H+/D2 exchange activity of the Fe-Fe periplasmic hydro-
genase fromD. Vulgaris is obtained with concentrations of
CO as low as 0.1µM in solution.140 As mentioned above,
CO binding to the active site of Fe-Fe hydrogenases gives
a characteristic spectrum in EPR and FTIR that corresponds
to the Hox-CO state. The crystallographic study ofC.
pasteurianumhydrogenase in this state concluded that a
single exogenous molecule of CO binds to the vacant
coordination site of the distal Fe atom of the H cluster, which
is the putative substrate binding site, since CO is a competi-
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tive inhibitor.285 EPR spectra of crystals of this CO-inhibited
enzyme exhibited the characteristic signal of the Hox-CO state
described for Fe-Fe hydrogenases in solution.286 Fe-carbo-
nyls are characteristically photosensitive, and X-ray diffrac-
tion data were obtained after irradiation of the CO-inhibited
crystal with a helium/neon laser. The calculated electron
density difference mapsFo(illuminated)- Fo(dark) revealed
changes in electron density at the H cluster where the
exogenous CO is bonded.287 The results were interpreted as
a photodissociation of the terminal ligand trans to the
bridging CO ligand. This indicates that the putative extrinsic
CO ligand is chemically more labile than the intrinsic CO
ligands, probably because the latter ones are trans toπ-donor
thiol ligands.287An FTIR-spectroelectrochemical study of CO
and13CO binding toD. desulfuricanshydrogenase indicated
that extrinsic CO vibrationally couples with the terminal CO
ligand of the distal Fe atom, in agreement with the crystal
structure of Hox-CO.180 In the Fe-Fe hydrogenases, the
vibrational frequency of extrinsic CO is lower than that in
the Ni-Fe hydrogenases, which suggests that extrinsic CO
binds to a strongerπ-accepting metal in the former than in
the latter.41,123This explains why Fe-Fe hydrogenases have
a lowerKi for CO than Ni-Fe hydrogenases: the structure
of the active sites of the Fe-Fe hydrogenases allows a
stronger binding of extrinsic CO. FTIR studies of the CO-
inhibited form of C. pasteurianumI Fe-Fe hydrogenase
confirmed the results reported for theD. desulfuricans
hydrogenase and concluded that the intrinsic CO ligands are
not bound to the same Fe atom of the active site; otherwise,
only two CO bands would be observed in the CO-inhibited
state.288 A theoretical study of the FTIR data of the CO-
inhibited state has contradicted the crystallographically
deduced model and suggested that the vacant coordination
site of the distal Fe is occupied by the intrinsic CN ligand
of the Fe atom and that the extrinsic CO istransto a bridging
thiolate.289 In this work, however, no account was taken of
the influence of the protein environment, which probably
controls the sites of cyanide binding by hydrogen bonding
to polar residues. For this reason, these terminal ligands were
assigned as CN- ligands.71 In a recent FTIR study of CO
inhibition in D. desulfuricanshydrogenase, it was shown that
exogenous CO does not bind the Hinact state but it is able to
bind to the Htrans state, which suggests that in this state the
putative H2O or OH- terminal ligand of the distal Fe atom
is more weakly bound in the Htrans state.172

An interesting phenomenon of Fe-Fe hydrogenases is the
light-sensitivity of their different states. Photoirradiation of
the CO-inhibited state at cryogenic temperatures produced
two species with different infrared spectra. Irradiation at
temperatures below 150 K produced the photolysis of
exogenous CO, and the expulsion of exogenous CO was
gradually followed by the loss of the bridging CO ligand of
the active site at temperatures below 80 K.288 Fiedler and
Brunold have discussed the different possible structures of
the photodissociated states based on computational studies.183

Recently, it has been shown by EPR198 and FTIR172

spectroscopy that the light inactivation of the active states
of Fe-Fe hydrogenases is due to a kind of cannibalization;
some of the enzyme molecules have their H cluster destroyed
by the light, and the released CO then binds to the H cluster
of other molecules forming the Hox-CO state. Destruction
of clusters may also explain why the EPR spectrum ofC.
pasteurianumhydrogenase exposed to O2 strongly resembled
that of the CO-inhibited form.166

5.2.4. Other Inhibitors

Fe-Fe hydrogenase fromD. desulfuricanswas shown to
be inhibited by Cu(II) but only in the presence of ascorbate.169

The hydrogenase fromD. Vulgaris275 as well as the one
involved in the reduction of 2,4,6-trinitrotoluene by hydrogen
in C. acetobutylicum276 are deactivated by Hg(II).

Nitrites are inhibitors of Fe-Fe hydrogenases and to a
lesser extent of Ni-Fe-Se hydrogenases, but they do not
inhibit Ni-Fe hydrogenases.262

6. Catalytic Cycle

The first studies of catalytic H2 activation by bacterial
whole cells in the presence of deuterium revealed a hetero-
lytic splitting of D2, in contrast to the homolytic mechanism
believed to occur on platinum and other noble metals.290 The
use of the hydrogen-exchange assay to study the activity and
function of hydrogenases, eitherin ViVo using whole cells
or with purified hydrogenases, has been reviewed by P.
Vignais.202 Another approach has been the detection of
hydrogen species in the catalytic metal clusters by EN-
DOR158,226andelectronspinenvelopemodulation(ESEEM)291-292

in those states of hydrogenases in which the metal center
has an odd number of electrons.

It is possible to divide the hydrogenase catalytic cycle into
five steps, which are, in the direction of H2-oxidation: (i)
diffusion of hydrogen molecules from the surface of the
protein to the active site through the gas channels, (ii)
heterolytic splitting of the hydrogen molecule after binding
to the bimetallic active site, (iii) intramolecular electron
transfer from the active site to the distal redox cluster, (iv)
proton transfer from the active site to the water solvent, and
(v) intermolecular electron transfer from the distal cluster
to the redox partner (cytochrome, ferredoxin, redox media-
tors, or electrode surface) (Figure 10). As mentioned above,
steps iii and iv take place by different paths through the
protein.

Figure 10. Scheme of the different steps involved in the catalytic
cycle of Ni-Fe hydrogenases (a) and Fe-Fe hydrogenases (b).

4320 Chemical Reviews, 2007, Vol. 107, No. 10 De Lacey et al.



(i) Diffusion of Hydrogen Molecules to the Active Site.
In the X-ray structure ofD. gigashydrogenase, the active
site is located about 3.0 nm from the molecular surface, a
distance over which H2 molecules have to diffuse.50 Deter-
mination of the structure at 0.254 nm resolution revealed
the existence of hydrophobic cavities that connect the active
site of Ni-Fe hydrogenases with the molecule surface.
Determination of the crystal structure in high-pressure xenon
showed a channel network that would function in gas
exchange with the surface. Molecular dynamics simulations
showed that diffusion of H2 molecules to the active site
would not be rate-limiting at the observed rate of catalysis.293

A more recent study aimed at analyzing possible pathways
of H2 entering inside the Ni-Fe hydrogenase ofD. gigas
by using molecular dynamics simulations in explicit solvent
and molecular hydrogen also concluded that hydrogen easily
permeates the protein and moves preferentially in channels
to the Ni side of the active site. After identification of the
potential regions involved in the control of hydrogen access
to the active site, mutations that could improve the H2 access
to the active site were testedin silico. A simulated mutation
of valine 67 to alanine indicated an increase of H2 concentra-
tion in the protein and a lower effective distance from the
active site.294 Another computational investigation on
Fe-Fe hydrogenases has examined the H2 exit path from
the buried catalytic site to the external surface and the way
that it allows the inhibitor O2 to reach the active site.295 The
authors found that, besides hydrophobic channels, the small
H2 and O2 molecules can diffuse inside the protein through
defined packing defects, predicted from the dynamic motion
of the protein structure at a time scale of nanoseconds.
Further simulations predicted different pathways for diffusion
of H2 and O2 to the active site of Fe-Fe hydrogenase and
the surface. Whereas O2 crosses the protein through defined
channels, H2 molecules spread out in the protein and take
many different exits.296

(ii) Heterolytic Splitting of a Hydrogen Molecule after
Binding to the Bimetallic Active Site. The key reaction in
the activation of H2 is the heterolytic cleavage to a proton
and a hydride. In a protein, there are many basic groups that
can initially accept the proton, which can be passed down
the proton-transfer pathway. This reaction is responsible for
the H2/HD isotope exchange reaction mentioned previously.
The heterolytic cleavage reaction must take place at a center
such as an organometallic compound to bind the hydride for
long enough for catalysis to take place. This is a very unusual
event, and the only enzymes that catalyze it efficiently are
hydrogenases. Indeed, it appears to be the principal mech-
anism in biochemistry for metabolism of hydrogen, since
even sensor proteins for detecting the concentration of H2

use dinuclear centers similar to the Ni-Fe hydrogenases. A
few enzymes are known that can produce H2 as a side
reaction, namely nitrogenase,297 carbon monoxide dehydro-
genase,298 and pyruvate:ferredoxin oxidoreductase,299 but
these enzymes do not consume hydrogen reversibly. What
the hydrogenases, including the one that contains no iron-
sulfur clusters, have in common is a low-valent iron ion
coupled to carbonyl, and in most cases cyanide ligands. It
seems a reasonable presumption that this site is involved at
some stage in binding of the hydride.

The detailed steps of the hydrogenase catalytic activity
have proved to be rather difficult to observe and as a result
have been a matter of much theoretical debate.32,245,300-304

However, we can make a few general observations.

We start from the premise that hydride is bound to the
enzyme, possibly on the low-valent iron atom. It must next
simultaneously transfer two reducing equivalents to an
electron acceptor in order to release the second proton. The
difficulty is that most carriers in biological electron-transfer
chains accept electrons one at a time. Only a select group of
carriers is able to accomplish the feat of accepting two
electrons and donating them singly to the next acceptor.
Among these are certain organic redox cofactors, such as
flavins, quinones, and pterins, which can undergo reduction
by two hydrogen atoms and donate two electrons by
stabilizing an intermediate radical species, such as FAD/
FADH·/FADH2. Some metal ions, such as molybdenum,
which can take up three oxidation states, Mo(VI)/Mo(V)/
Mo(IV), are also well suited to this function, but probably
not at a sufficiently low potential. In the active sites of
hydrogenases, the possibilities for these sorts of transactions
are nickel, which can undergo oxidation-reduction between
states Ni(III)/Ni(II)/Ni(I) by steps which are close in
potential, and, in principle, iron, as Fe(III)/Fe(II)/Fe(I) or as
clusters of iron atoms undergoing two such transitions.

(iii) Intramolecular Electron Transfer from the Active
Site to the Distal Redox Cluster.In a different direction
from the gas channels, a chain of iron sulfur clusters,
separated by distances less than 1.5 nm (see Figure 1),
provides an electron-transfer pathway from the H2-splitting
site to the site on the surface where electron acceptors bind.
Chains of carriers in electron-transfer chains are now known
in many redox enzymes and allow rapid electron transfer
across considerable distances.305 The rate would be expected
to be rapid with equipotential carriers. However, a surprising
finding was the presence of a high-potential center (-70 mV
in D. gigasand+65 mV inD. fructosoVoranshydrogenases)
in the middle of a low-potential (-340 mV) electron pathway
of Ni-Fe hydrogenase.

To investigate the role of the [3Fe-4S] cluster in the
intramolecular electron transfer, Pro-238 ofD. fructosoVorans
hydrogenase (P239 inD. gigasnumbering), which occupies
the position of a potential additional ligand to the intermedi-
ate Fe-S cluster, was replaced by a cysteine residue. The
mutation resulted in a functional enzyme that maintained its
structural integrity and exhibited a decrease in the midpoint
potential of the modified center from+65 mV to -250
mV.306 In spite of the 315 mV decrease of the center redox
potential, the effect of the mutation on the catalytic activity
was rather limited whatever the electron acceptor.

Later, a membrane-bound Ni-Fe hydrogenase was iso-
lated from Methanosarcina barkeri, which is probably
involved in a proton-pumping mechanism and has three [4Fe-
4S] clusters of similar low redox potential.307 In another study
conducted onMethanococcusVoltae Ni-Fe-Se hydroge-
nase, the medial [4Fe-4S] center was transformed into a
[3Fe-4S] center, which resulted in an increase in midpoint
potential of 400 mV, from-370 mV in the wild-type enzyme
to +60 mV for the mutant [3Fe-4S] cluster, which is similar
to that of D. fructosoVorans hydrogenase.308 In that case,
the activity was affected only when the natural electron
acceptor, F420, was tested. It therefore appears that, despite
the apparently unfavorable∆G° values deduced from po-
tentiometric experiments, the intramolecular electron transfer
between the [3Fe-4S] center and the [4Fe-4S] centers is rapid
enough to be nonlimiting in hydrogenase activity.309 These
studies clearly raise the question of the relevance of the
measured redox potential in the description of the electron
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transfer in proteins. The midpoint potential of the [3Fe-4S]
cluster, as measured by equilibrium redox titrations, would
be different from the actual potential determined from the
states of reduction of the electron carriers.

(iv) Proton Transfer from the Active Site to the Water
Solvent.A third pathway between the surface and the active
site is required for transfer of protons involved in the
hydrogenase reaction. Within an electron-transfer protein, it
is important to maintain charge neutrality between different
redox species; otherwise, the free energy changes involved
become substantial. In the case of hydrogenases, this appears
to be accomplished by the cotransport of hydrogen ions in
parallel with electron transfer. It is interesting that the
proteins of the respiratory chain, in particular Complex I,
NADH:ubiquinone reductase, show ancestral relationships
in their structure to the hydrogenases.310 These complexes
also catalyze concerted transfers of electrons and protons,
in this case with transfer of protons across a membrane. In
principle, the protein matrix provides the groups that will
accept or donate protons from and to the active site, but once
again, there seem to be specific and conserved pathways to
facilitate this transfer.

One possible pathway involves water molecules coordinat-
ing the conserved divalent metal ion, which inD. Vulgaris
hydrogenase (Figure 1a) is a magnesium ion126 and inDm.
baculatumhydrogenase is an Fe(II) ion.69 Possible proton
pathways on Ni-Fe hydrogenases have been evaluated by
site-directed mutagenesis experiments. The first study was
conducted onR. eutrophasoluble NAD-reducing hydroge-
nase. A set of two histidines and one glutamate extending
on about 13 Å from the Ni ligand cysteine-461 (C533 inD.
gigas numbering) were mutated. The resulting enzymes
exhibited a 75-95% decrease in activity, suggesting that the
proton transfer was actually impaired.53 It was not possible
at that time to perform spectroscopic experiments on the
mutated hydrogenases to determine the real impact of the
mutations. A more recent study conducted onD. fructoso-
Voranshydrogenase targeted the conserved glutamate-25 (18
in D. gigasnumbering) located at 3 Å from the Ni ligand
cysteine-543 (C530 inD. gigasnumbering), exactly in the
opposite direction as the previous study (Figure 11). This
residue was chosen because it is the most disordered along
with C543,50,311 suggesting a possible motion that might
imply an active role in the proton transfer. The substitution
of the carboxylate group of glutamate 25 by the non-
protonatable amide group from a glutamine resulted in a
complete loss of activity, even though all the prosthetic
groups of the enzyme involved in electron transfer or
hydrogen splitting were still perfectly constituted and
functional.136 Therefore, this glutamate appears to be the

proton-transfer gate during the catalytic cycle of the Ni-Fe
hydrogenase, through which the protons are entering or
exiting the active site. A recent DFT study of proton and
electron transfers to and from the active site has also
concluded that this glutamate residue has an essential role
in catalysis.160 Beyond glutamate 25, there are numerous
other proton-carrying groups, including several water mol-
ecules, aspartates, glutamates, and histidines, so the pathway
becomes rapidly diffused. It is moreover likely that a network
of pathways exists, as observed by Massanz,53 to make sure
that this essential component of the hydrogenase activity does
not fail.

(v) Intermolecular Electron Transfer from the Distal
Cluster to the Redox Partner.The intermolecular electron-
transfer steps between the hydrogenases and their respective
electron-transfer partners have also attracted attention. Mo-
lecular modeling of the electrostatic surface characteristics
of the Ni-Fe hydrogenase fromD. desulfuricansATCC
27774 hydrogenase and its physiological electron-transfer
partner, a tetraheme cytochromec3, indicated an electrostatic
interaction between the proteins involving the zone around
the distal [4Fe-4S] cluster and the region surrounding heme
IV in cytochromec3.311 An extensive investigation of the
parameters that control cytochromec3 interaction with
Ni-Fe hydrogenases fromDesulfoVibrio revealed a highly
efficient electron transfer between hydrogenase and cyto-
chromec3 (second-order rate constantk about 109 M-1 s-1).
The thermodynamic parameters of their interaction were
determined by isothermal calorimetric titrations. The results
indicated that the driving force for the complex formation
was a positive entropy change; the net increase of entropy
and enthalpy was associated with proton release in combina-
tion with water molecule exclusion. In another study, no
complex formation was detected at high ionic strength,
confirming that electrostatic forces play an important stabi-
lizing effect on the complex between the two proteins.312 In
another study, much lower association rates were found with
the hydrogenase fromD. norVegicum.313

In a recent work, the electron-transfer mechanism between
15N-labeled cytochromec3 and D. Vulgaris (Miyazaki F)
Ni-Fe hydrogenase has been studied by NMR. The results
suggest that heme 3 is the electron gate to ferrous c3. In the
same study, site-directed mutagenesis of individual lysine
residues to uncharged methionine increased theKm of the
electron-transfer kinetics, which indicates that the positive
charges of the lysines around heme 4 are involved in the
formation of the complex between the region of the
[4Fe-4S] cluster of the hydrogenase that is responsible for
reduction of the cytochrome.314

The crystal structure ofD. gigas Ni-Fe hydrogenase
indicates that the distal [4Fe-4S] cluster, that is the nearest
to the protein surface, is surrounded by several glutamate
residues.50 The surface electrostatic potential distribution
obtained from the crystal structure indicates the existence
of a strong dipole moment in the enzyme molecule, with
the distal [4Fe-4S] cluster located in the negative region of
the protein surface where the docking of cytochromec3 to
the hydrogenase molecule takes place (Figure 12).315 This
distal [4Fe-4S] cluster has an unusual His(Cys)3 ligation
(Figure 13). Replacement of this histidine by a cysteine or
a glycine did not affect the correct assembly of the distal
[4Fe-4S] cluster, but the H2-oxidation activity of the mutant
hydrogenases was reduced to less than 3% of that of the
wild type. Similar decreases in H2-oxidation rates were

Figure 11. Zoomed view of the active site ofD. gigas NiFe
hydrogenase including amino acid glutamic 18.
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observed with soluble electron acceptors and with the enzyme
directly adsorbed onto an electrode. These results suggest
that a short distance between Fe-S clusters in biological
redox chains may not always be sufficient to support rapid
intramolecular electron transfer and that the nature of the
protein amino acid ligands plays an important role in
facilitating electron transfer.316

The physiological redox electron partner of the Fe-Fe
hydrogenase fromD. desulfuricansis cytochrome c533. A
structural model of their complex has been obtained from a
combination of NMR experiments and docking calcula-
tions.317 According to this model, the cytochrome interacts
with the small subunit of the hydrogenase; the closest
contacts are between a cysteine ligand of the distal cluster
of the hydrogenase and another cysteine ligand of the heme
in the cytochrome. The model indicates that these cysteines,
facing each other, are the site of electron transfer between
hydrogenase and cytochrome.

6.1. Catalytic Mechanism at the Active Site
The mechanism of heterolytic cleavage of H2 at the active

site and the reverse reaction of H2 production from protons
and electrons is the most intriguing aspect of the catalytic

function of Ni-Fe and Fe-Fe hydrogenases. Therefore,
nature has been able to develop two different ways to
accomplish this chemical process without using noble metals.
The crystallographic structures of active and inhibited forms
of hydrogenases combined with spectroscopic data of the
different redox states of the active site have given hints of
the catalytic cycle. Theoretical methods, particularly density
functional theory (DFT), and the chemistry of biomimetic
models of both types of active site have complemented this
information for determination of the mechanisms of the
catalytic cycle at the active site of hydrogenases and the most
probable structures of the redox states that participate in it.

6.1.1. Ni−Fe Hydrogenases

As discussed above, the redox states of the active site that
correspond to catalytically competent enzyme are three:
Ni-R, Ni-C, and Ni-SI. Kinetic data of the H2-production
and oxidation activities of several Ni-Fe hydrogenases can
be fitted to three-step mechanisms that involve these three
with redox potentials similar to those obtained by spectro-
scopic redox titrations.231,318,319Both Ni-R and Ni-SI have
different subforms that differ in their protonation levels of
the active site (Figure 4), and not all of them may partici-
pate in the catalytic cycle. Some authors consider that only
Ni-SIII is catalytically competent, arguing that Ni-SII may
still have a hydroxo/aquo ligand in the active site and,
therefore, is an inactive state.207,245 However, there is no
spectroscopic evidence of a structural difference of this sort
between the two forms of Ni-SI, and the shift of the
vibrational frequencies observed between the FTIR spectra
of both subforms fits quite well to a different level of
protonation of one of the terminal cysteines of the Ni atom.210

Taking into account the broad pH range in which Ni-Fe
hydrogenases are active (especially for H2-activation), it is
quite possible that the catalytic cycle can work with different
levels of protonation.319 Other authors have pointed out that
a catalytic cycle can be described involving only the Ni-C
and Ni-R, as they are the only two states that are in
thermodynamic equilibrium with H2.208,241 This is quite
possible for the case of the H2-production activity, which
takes place in a medium of low redox potential, but in the
case of H2-oxidation activity, the driving force is a high-
redox potential medium (either imposed at an electrode or
due to the presence of the redox-acceptor partner), which
suggests that Ni-SI may be a stable intermediate of the
reaction. In any case, there is general agreement in consider-
ing Ni-C the key intermediate of the catalytic cycle because
there is sufficient experimental and theoretical data for the
presence of a bridging hydride ligand in this state, consistent
with heterolytic cleavage of H2 at the active site.112,122,158-161,320

However, as mentioned above, it is not agreed if the EPR-
silent intermediates of the catalytic reaction Ni-SI and Ni-R
correspond to low spin or high spin Ni(II) states.108,117,121-122

Another controversial point of the catalytic cycle concerns
the role of the two metal ions of the dinuclear center in
binding and heterolytic cleavage. Some authors favor Ni as
the binding place of the substrate and a more relevant
function on hydride formation because the crystal structures
indicate that the gas transport channel of the enzyme ends
there and that the competitive inhibitor binds terminally to
Ni.241,261Moreover, experimental and theoretical studies of
biomimetic Ni(II) complexes have shown that base-assisted
heterolytic cleavage of H2 takes place with formation of a
hydride ligand bound to the metal.321-325 It has been proposed

Figure 12. 3D-structure ofD. gigashydrogenase obtained from
the Brookhaven Protein Data Bank. (A) Surface electrostatic-
potential distribution: negative regions (red), positive regions (blue),
direction of the dipole moment (yellow arrow). (B) Position of the
distal 4Fe4S cluster (green), large subunit (cyan), and small subunit
(red) relative to the dipole moment. The direction and magnitude
(564 debyes) of the dipole moment of the crystal structure were
calculated with GRASP software. Reprinted with permission from
ref 315. Copyright 2005 American Chemical Society.

Figure 13. Zoomed view of the distal [4Fe-4S] center ofD. gigas
Ni-Fe hydrogenase. The histidine 184 is highlighted in green. The
numbers of the cysteine ligands are indicated.
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that this hydride acceptor ability is enhanced when the
coordination of the Ni complex corresponds to a distorted
tetrahedron,322 which is the coordination around Ni in the
crystal structures of Ni-Fe hydrogenases.50,69,326Conversely,
other authors have favored the Fe atom as the binding place
of H2 based on DFT calculations of the intermediates and
transition steps of the catalytic cycle (Figure 14)122,160 and
on the high affinity of low spin d6 metals for H2.29,301

There are numerous candidates for the base that accepts
the proton formed during the heterolytic cleavage, but there
is currently no experimental support for any of them. They
include a terminal cysteine ligand of the Ni atom (Figure
14), because of the high dynamic disorder of the S atom of
this residue in the crystallographic structures.69,311 A DFT
study238 calculated the energy barrier for heterolytic cleavage
assisted by a terminal S ligand to be similar to the activation
energy measured for the H2-uptake activity of hydrogenase
by direct electrochemistry, 55 kJ/mol.327 Another DFT study
by Siegbahn pointed out that a bridging cysteine of the active
site may also act as a base during the catalytic cycle.160 A
water molecule bound to the Fe in the Ni-SI has also been
proposed,211 although to date there is no experimental
evidence of this coordination in that state.

In a recent DFT study, Pardo et al. have proposed a
catalytic mechanism for Ni-Fe hydrogenases that involves
different pathways for H2-production and H2-oxidation,122

which is shown in Figure 14 in a simplified scheme. The
inner cycle of the scheme corresponds to the H2-production
pathway (clockwise direction). In this case, the starting point
is the Ni-SIII state that in a one-electron/one-proton step is
reduced to a Ni(I)-Fe(II) transient intermediate, which is
not detected by spectroscopy during turnover conditions but
could be similar to the Ni-L state detected by photodisso-
ciation of Ni-C at low temperatures.112,129,132The existence
of this transient intermediate in the catalytic cycle has also
been proposed by other authors and may explain the H2/D2

exchange activity of Ni-Fe hydrogenases.202 The Ni-L
transient state evolves quickly to form the stable Ni-C
intermediate, which in a second one-electron/one-proton step
forms Ni-R. There is no direct experimental evidence of the

nature of the hydrogen species bound to the Ni-R state,
although the frequency shifts of the diatomic ligands of the
active site observed by FTIR when reducing Ni-C to Ni-R
suggest that the latter state retains the bridging hydride
ligand.241 In fact, most DFT studies propose this coordination
for Ni-R.121,122,160,211The final steps of the H2-production
reaction could be formation of a H2 ligand on the Fe and its
release via the gas-transport channel. The reverse reaction
pathway, H2-oxidation, is represented in the outer cycle in
the counterclockwise direction. The first step involves
binding of H2 to the Fe atom of the Ni-SIII state. Pardo et al.
calculated that the subsequent heterolytic cleavage step had
a lower kinetic barrier if the Ni atom was previously oxidized
to Ni(III). However, Siegbahn has concluded from a similar
study that this cleavage step is more favorable with a
Ni(II) -Fe(II) oxidation level if the net charge of the model
of the active site used is different.160 In the same work it
was concluded that including atoms of amino acid residues
surrounding the active site in the DFT calculations did not
impede H2-binding to the Fe atom. After heterolytic cleavage
and transfer of one proton, the Ni-C state is formed; this
then forms the transient intermediate similar to Ni-L that is
quickly oxidized to the Ni-SIII state (Figure 14).

The effect of substitution of a sulfur atom coordinating
the Ni atom by selenium in the models of the active site of
Ni-Fe hydrogenases has been studied by DFT. In that study
it was concluded that the main effect was due to the increased
acidity of Se relative to S, which could improve proton
transfer from the active site.160 This may explain the different
catalytic properties of Ni-Fe-Se hydrogenases, although
other authors have suggested that other differences in the
protein environment of the active site may tune the catalytic
properties of these particular hydrogenases.144

6.1.2. Fe−Fe Hydrogenases

The redox potential-controlled spectroscopic studies167-168,172

indicate that only two of the states of the active site detected
can be stable intermediates of the catalytic cycle, taking into
account the redox potential range in which Fe-Fe hydro-
genases turn over H2.156,328,329These two redox states are Hox

and Hred; the former can be considered the state at which H2

binds for heterolytic cleavage, and the latter one can be
considered the state that is capable of proton reduction for
the reverse reaction, i.e., H2 production. As there is a one-
electron difference between the two states and two electrons
are implicated in this reaction, the participation of the iron-
sulfur clusters for providing or accepting an additional
electron is compulsory during the catalytic cycle. A combined
crystallographic and FTIR study suggested that the main
structural change in the active site during turnover is the
movement of theµ-CO ligand in Hox toward the distal Fe of
the active site, thus giving a semibridging mode in Hred.184

This bridging CO ligand istransto the coordination position
of the distal Fe, in its active state, that is either vacant or
weakly bound to a solvent molecule. This site has been
proposed as the site for substrate binding during catalytic
turnover.45,72This hypothesis has additional support from the
crystallographic structure of the CO-inhibited state, showing
that the competitive inhibitor CO binds to that vacant
site.285,287 In contrast to Ni-Fe hydrogenases, there is no
direct spectroscopic evidence of a hydride species bound to
the active site, although an intermediate species with a bound
hydride would be expected in the catalytic cycle because
HD-production is measured at faster rates than H2-production

Figure 14. Simplified scheme of the catalytic cycle mechanism
proposed for standard Ni-Fe hydrogenases in ref 122. The outer
circle represents the H2-oxidation pathway (counterclockwise
direction), whereas the inner circle represents the H2-production
pathway (clockwise direction). The structures between the circles
are common to both pathways.

4324 Chemical Reviews, 2007, Vol. 107, No. 10 De Lacey et al.



during D2/H+ isotope-exchange activity assays of Fe-Fe
hydrogenases.140 Several authors have proposed that binding
of H2 to the distal Fe, which has the bridging CO ligand in
the transposition, increases its acidity, thereby favoring its
heterolytic cleavage and terminal binding of a hydride to
this site (Figure 15a).72,174,287,330-331 The heterolytic cleavage
step may be assisted through proton extraction by the putative
amine group of the organic ligand that forms a bridge
between both Fe atoms.35,131,184,332According to this mech-
anism, simultaneously with the heterolytic cleavage of H2,
an electron is ceded to the iron-sulfur cluster electron-
transport chain, leading to formation of the intermediate state
Fe(II)-Fe(II)-(H-), which has been proposed as one of the
configurations of the Hred state (Hred1 in Figure 15a).175 This
state is isoelectronic with the proposed intermediate
Fe(I)-Fe(I), which has also been suggested for the Hred state
(Hred2in Figure 15a).174-175,195-196 This electron-rich dinuclear
iron intermediate could be the starting point for proton
reduction in the reverse reaction, as shown in Figure 15a.
The Hox state may be formed in the catalytic cycle by the
release of H2 from the active site (H2-production activity)
or by cession of an electron of the Hred2 state to the iron-
sulfur clusters (H2-oxidation activity). The shift of one of
the CO ligands of the active site from bridging to semibridg-
ing coordination andVice Versa during the catalytic cycle
has been rationalized as a way of tuning the electronic
distribution in both Fe atoms in order to allow reversibility
of the enzymatic activity.45,333

Alternative mechanisms have been proposed in which the
binding site for H2 is the proximal Fe and that lead to
formation of a bridging hydride intermediate (Figure
15b).36,245,334-335 This hypothesis is supported by the low-

energy barrier for the heterolytic cleavage by this method
and the high stability of the bridging hydride intermediate,
as shown by the chemistry of biomimetic dinuclear iron
complexes191,336-339 and DFT calculations.196,334-335 In this
mechanism, the Hred state would correspond to the bridging
hydride intermediate (Figure 15b). There is no need to
postulate that the secondary amine in the putative bridging
azapropanedithiol acts as a proton acceptor, since one of the
thiolates of this ligand or one of the CN- ligands could
perform this function.36,196,334-335 However, it has been argued
by other authors that a possible role of the bridging CO ligand
is to prevent formation of a hydride in that position by steric
effects,333,340and a combined electronic absorption spectros-
copy/DFT study of an Fe(I)-Fe(I) complex suggests that
the shift of the bridging CO ligand toward the distal Fe in
the Hred increases the nucleophilicity of this atom via
polarization of the electron density of the Fe-Fe bond.340

This electronic effect should promote protonation at the
vacant coordination site of the distal Fe instead of the
Fe-Fe bond.333,340Van der Vlugt et al.193 have reported the
synthesis of the first di-ferrous species bearing a terminal
hydride ligand. It produced H2 upon reaction with Bronsted
acids, whereas equivalentµ-H- compounds did not because
they were too stable. Therefore, the mechanism of the
catalytic cycle with the terminal hydride intermediate (Figure
15a) fits better with the experimental results obtained with
enzyme and functional biomimetic complexes. Nevertheless,
the possibility of a bridging hydride intermediate cannot be
excluded because the energy barriers calculated for this
mechanism are similar to those of the terminal hydride
mechanism.196,334-335

6.1.3. Fe−S Cluster-free Hydrogenases (Hmd)

This hydrogenase, by contrast with other known hydro-
genases, does not catalyze the reduction of dyes such as
methyl viologen with H2 even in the presence of methenyl-
H4MPT+.74 However, it catalyzes the reversible reduction
of N5,N10-methenyl-H4MPT+ with H2 to N5,N10-methylene-
H4MPT and a proton in the absence of any added electron
acceptors.73 It also catalyzes the interconversion ofpara-H2

and ortho-H2 in the presence of methenyl-H4MPT+, a
reaction that is suppressed in D2O.75 The formation of HD
and D2, rather than conversion ofpara-H2 to ortho-H2, was
observed, indicating that, after the heterolytic splitting of the
hydrogen molecule, the dissociation of the exchangeable
proton is faster than the reformation of H2.76 NMR studies
with labeled methenyl-H4MPT+ have shown that Hmd
catalyzes the Re-site stereospecific transfer of a hydride from
H2 to methenyl-H4MPT+.341

Before it was known that the enzyme contains an iron-
carbonyl center, an unusual catalytic mechanism was pro-
posed by Thauer and co-workers, formulated by analogy with
the superacid mechanism elucidated by Olah for the forma-
tion of carbocations and H2 from alkanes.74,76However, now
that the iron-carbonyl cofactor in Hmd has been identified,
one can envisage the formation of a hydride at this center in
an analogous way to the Ni-Fe and Fe-Fe hydrogenases,
followed by a transfer of the hydride from the iron site to
the cation radical of 5,10-methenyl-H4MPT+ (Figure 16).
This transfer would occur inside the protein and would not
necessarily lead to hydrogen isotope exchange with the
surrounding water. However, the reaction would be revers-
ible, and since the 5,10-methenyl-H4MPT cation has an
exchangeable proton, release of the cation in isotopically

Figure 15. Possible catalytic cycle mechanisms for Fe-Fe
hydrogenases.
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labeled water would incorporate hydrogen isotopes ste-
reospecifically into the product, as observed.

7. Concluding Remarks
The hydrogenases have evolved to consume or produce

hydrogen under a challenging range of conditions. Even
though the Fe-Fe and Ni-Fe hydrogenases are not phylo-
genetically related, the common feature that can be postulated
as responsible for hydrogenase activity is the conserved low-
spin Fe coordinated to CN and CO. The existence of at least
two different types of hydrogenases is the result of a
convergent evolution, which means that two enzymes of
different origins have been selected to carry out the same
reaction. We may wonder what in evolution has led to such
phenomenon. Oxygen apparition in the atmosphere about two
billions years ago might be a plausible explanation. Never-
theless, it is not yet possible to determine which enzyme is
the oldest and which had been selected when oxygen
appeared. In any case, oxygen is a strong inhibitor of most
hydrogenases. Ni-Fe hydrogenases are the most widespread,
and enzymes of this group only have been identified as
oxygen-tolerant. Two main strategies have been adopted to
operate in the presence of oxygen: exclusion of O2 from
the active site by restricting the gas channels, or having a
catalytic center partially blocked by additional ligands. These
mechanisms have the added benefit of protecting the active
sites from CO, which is produced metabolically in anaerobic
environments. Many microorganisms are, at different times,
exposed to both aerobic and anaerobic environments. Again,
the problem of oxygen can be dealt with in a number of
ways. Under aerobic conditions, the hydrogenases are
converted to a dormant state but are arranged in such a way
that it can be reactivated under reducing conditions. Each
of these options involves a compromise between resistance
to inactivation and catalytic efficiency.

8. List of Abbreviations
DFT density functional theory
ENDOR electron-nuclear double resonance
EPR electron paramagnetic resonance
ESEEM electron spin envelope modulation
FAD flavin adenine dinucleotide
FTIR Fourier-transform infrared
Hmd H2-forming methylene-H4MPT dehydrogenase, or

Fe-S cluster-free hydrogenase
HYSCORE hyperfine sublevel correlation spectroscopy
MBHase membrane-bound hydrogenase
MPT methanopterin
MS mass spectrometry
NAD nicotinamide adenine dinucleotide

NADP nicotinamide adenine dinucleotide phosphate
NHE normal hydrogen electrode
RHase regulatory hydrogenase
SHase soluble hydrogenase
TOF-SIMS time-of-flight-secondary ion mass spectrometry
XAS X-ray absorption spectroscopy

9. Acknowledgments
A.L.L. and V.M.F. are grateful to Alejandro Ballesteros

for helpful assistance and thank the Spanish Ministerio de
Educacio´n y Ciencia for financial support (Project CTQ2006-
12097/BQU). M.R. acknowledges financial support from the
CNRS (Grant G5RD-CT-2002-00750), the European Union
(Competitive and Sustainable Growth Program), and the
French Ministry of Research (ACI-ECD program).

10. References
(1) Barreto, L.; Makihira, A.; Riahi, K.Int. J. Hydrogen Energy2003,

28, 267.
(2) Cammack, R.; Frey, M.; Robson, R.Hydrogen as a Fuel: Learning

from Nature; Taylor & Francis: London and New York, 2001.
(3) Klass, D. L.Biomass for Renewable Energy, Fuel and Chemicals;

Academic Press: San Diego, 1998.
(4) Melis, A.; Zhang, L. P.; Forestier, M.; Ghirardi, M. L.; Seibert, M.

Plant Physiol.2000, 122, 127.
(5) Woodward, J.; Orr, M.; Cordray, K.; Greenbaum, E.Nature2000,

405, 1014.
(6) Ghirardi, M. L.; Zhang, J. P.; Lee, J. W.; Flynn, T.; Seibert, M.;

Greenbaum, E.; Melis, A.Trends Biotechnol.2000, 18, 506.
(7) Greenbaum, E.; Blankinship, S. L.; Lee, J. W.; Ford, R. M.J. Phys.

Chem. B2001, 105, 3605.
(8) Melis, A.; Happe, T.Plant Physiol.2001, 127, 740.
(9) Chornet, E.; Czernik, S.Nature2002, 418, 928.

(10) Tamagnini, P.; Axelsson, R.; Lindberg, P.; Oxelfelt, F.; Wunschiers,
R.; Lindblad, P.Microbiol. Mol. Biol. ReV. 2002, 66, 1.

(11) Happe, T.; Hemschemeier, A.; Winkler, M.; Kaminski, A.Trends
Plant Sci.2002, 7, 246.

(12) Hallenbeck, P. C.; Benemann, J. R.Int. J. Hydrogen Energy2002,
27, 1185.

(13) Tsygankov, A. A.; Fedorov, A. S.; Kosourov, S. N.; Rao, K. K.
Biotechnol. Bioeng.2002, 80, 777.

(14) Kalia, V. C.; Lal, S.; Ghai, R.; Mandal, M.; Chauhan, A.Trends
Biotechnol.2003, 21, 152.

(15) Schutz, K.; Happe, T.; Troshina, O.; Lindblad, P.; Leitao, E.; Oliveira,
P.; Tamagnini, P.Planta 2004, 218, 350.

(16) Dante, R. C.; Armenta, S.; Gutierrez, M.; Celis, J.Int. J. Hydrogen
Energy2004, 29, 1219.

(17) Cournac, L.; Guedeney, G.; Peltier, G.; Vignais, P. M.J. Bacteriol.
2004, 186, 1737.

(18) Mertens, R.; Liese, A.Curr. Opin. Biotechnol.2004, 15, 343.
(19) Penfold, D. W.; Macaskie, L. E.Biotechnol. Lett.2004, 26, 1879.
(20) Franchi, E.; Tosi, C.; Scolla, G.; Della Penna, G.; Rodriguez, F.;

Pedroni, P. M.Mar. Biotechnol.2004, 6, 552.
(21) Kanai, T.; Imanaka, H.; Nakajima, A.; Uwamori, K.; Omori, Y.;

Fukui, T.; Atomi, H.; Imanaka, T.J. Biotechnol.2005, 116, 271.
(22) Prince, R. C.; Kheshgi, H. S.Crit. ReV. Microbiol. 2005, 31, 19.
(23) Kruse, O.; Rupprecht, J.; Bader, K. P.; Thomas-Hall, S.; Schenk, P.

M.; Finazzi, G.; Hankamer, B.J. Biol. Chem.2005, 280, 34170.
(24) Yoshida, A.; Nishimura, T.; Kawaguchi, H.; Inui, M.; Yukawa, H.

Appl. EnViron. Microbiol. 2005, 71, 6762.
(25) Benemann, J. R.; Beresenson, J. A.; Kaplan, N. O.; Kamen, M. D.

Proc. Natl. Acad. Sci. U.S.A.1973, 70, 2317.
(26) Jones, A. K.; Sillery, E.; Albracht, S. P. J.; Armstrong, F. A.J. Chem.

Res., Synop.2001, 297.
(27) Vincent, K. A.; Cracknell, J. A.; Parkin, A.; Armstrong, F. A.Dalton

Trans.2005, 3397.
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